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ABSTRACT. In this article we construct a holomorphic functional calculus for
operators of half-plane type and show how key facts of semigroup theory (Hille-
Yosida and Gomilko-Shi-Feng generation theorems, Trotter-Kato approxima-
tion theorem, Euler approximation formula, Gearhart-Priiss theorem) can be
elegantly obtained in this framework. Then we discuss the notions of bounded
H°-calculus and m-bounded calculus on half-planes and their relation to weak
bounded variation conditions over vertical lines for powers of the resolvent.
Finally we discuss the Hilbert space case, where semigroup generation is char-
acterised by the operator having a strong m-bounded calculus on a half-plane.

1. INTRODUCTION

The theory of strongly continuous semigroups is more than 60 years old, with the
fundamental result of Hille and Yosida dating back to 1948. Several monographs
and textbooks cover material which is now canonical, each of them having its own
particular point of view. One may focus entirely on the semigroup, and consider
the generator as a derived concept (as in [11]) or one may start with the generator
and view the semigroup as the inverse Laplace transform of the resolvent (as in [2]).

Right from the beginning, functional calculus methods played an important role
in semigroup theory. Namely, given a Cy-semigroup T' = (T'(t)):>0 which is uni-
formly bounded, say, one can form the averages

T, ::/ T(s) u(ds) (strong integral)
0

for p € M(R4) a complex Radon measure on Ry = [0,00). If —A denotes the
generator of the semigroup, then one wants to interpret 7'(t) = e~*4, and hence it
is reasonable to define

f(A):=T,, where f(z)=Lu(z)= /000 e % p(ds) (Rez > 0)

is the Laplace transform of u. This functional calculus is called the Hille—Phillips
calculus, and it is essentially based on methods from real analysis.

On the other hand, during the last two decades the theory of holomorphic func-
tional calculus has proved to be an indispensable tool to deal with abstract evolution
equations, above all in the discussion of maximal regularity [1, 23, 19]. Despite their
success, these methods have been mainly restricted to sectorial operators and hence
to holomorphic semigroups. DeLaubenfels [8, 9] devised a fairly general approach,
however without large influence at the time. The holomorphic functional calculus
for strip-type operators was developed in [14, 15], basically to treat Cy-groups that
arise as imaginary powers of a sectorial operator.

In contrast to this progress, a treatment of general Cy-semigroups by means of
a holomorphic functional calculus approach is missing, and the aim of this paper
is to close this gap. (Some parts of the presented material are contained in an
unpublished note [17] by the second author, but appear here in published form for
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the first time. The mere construction of the calculus can be found already in the
papers of deLaubenfels mentioned above.)

The fundamental difference between the Hille—Phillips calculus and the holomor-
phic functional calculi is that the former starts with the semigroup, whereas the
latter depart purely from resolvents. As such, holomorphic functional calculus can
be used to establish generation theorems and we shall incorporate the two most im-
portant ones (the Hille-Yosida and the Gomilko—Shi-Feng theorems). In functional
calculus terms, the generator property is (more or less) equivalent to (e7**)(A) be-
ing a bounded operator for each ¢t > 0 (see Proposition 2.5 for a precise statement).
In our holomorphic set-up, the operator (e=%*)(A) is essentially given as the inverse
Laplace transform of the resolvent, so the present paper can be seen as a systema-
tisation of this approach to generation theorems that has often been used in an ad
hoc way in the past.

The notion of bounded H-calculus on sectors (or strips) has been extensively
studied and it is known to have many applications to evolution equations [19]. It can
be characterised by weak quadratic, or weak bounded variation, estimates [7, 23, 3],
or by quadratic, or square function, estimates which are particularly simple in the
case of Hilbert spaces. There is a corresponding definition of bounded H°°-calculus
on half-planes, but similar characterisations are not valid (see Section 7). Instead we
show in Theorem 6.4 that a stronger form of weak bounded variation is equivalent
to a weaker form of holomorphic functional calculus on half-planes. The stronger
form of weak bounded variation is the condition shown by Gomilko [12] and Shi and
Feng [26] to be sufficient for generation of a Cy-semigroup. For the weaker form of
functional calculus, observe that if f(z) is bounded and holomorphic on the right
half-plane R, := {z € C | Rez > a}, then [|f'(2)| < (b — a) | f|lge(r,) whenever
Rez > b > a. Thus if A is an operator with bounded H*-calculus on Ry, it satisfies
the following property which we call 1-bounded calculus:

C
TR T

whenever a < b and f € H®(R,), where C is independent of a. In contrast to
strips, this type of functional calculus is not equivalent to bounded H°-calculus on
half-planes, but it is equivalent to the condition of the Gomilko—Shi-Feng theorem.

1.1. Some Notations and Definitions. For a closed linear operator A on a
complex Banach space X we denote by dom(A), ran(A), ker(A), o(A) and o(A)
the domain, the range, the kernel, the spectrum and the resolvent set of A, re-
spectively. The norm-closure of the range is written as tan(A). The space of
bounded linear operators on X is denoted by £(X). For two possibly unbounded
linear operators A, B on X their product AB is defined on its natural domain
dom(AB) := {z € dom(B) | Bz € dom(A)}. An inclusion A C B denotes in-
clusion of graphs, i.e., it means that B extends A. A possibly unbounded operator
Aon X commutes with a bounded operator T' € L(X) if graph(A) is T'x T-invariant,
or equivalently if TA C AT.

We let Ry := [0,00) and write C; := {z € C| Rez > 0} for the open, and
C; := {z € C| Rez > 0} for the closed, right half-planes. More generally, for
w € [—00,00] we denote by

L,:={2€C| Rez <w}, Ry :={2z€C| Rez > w},

the open left and right half-planes defined by the abscissa Re z = w, where in the
extremal cases one half-plane is understood to be empty, and the other is the whole
complex plane. For a domain 2, let O(Q2) be the space of all holomorphic functions
f:Q — C, and H>*(Q) be the subspace of all bounded holomorphic functions. We
denote the supremum norm on H*(2) by || - || () O [|[| o0, Or simply |-, if the
context excludes ambiguities.
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In the present paper we shall use standard results about vector-valued holomor-
phic functions as collected in [2, Appendix A].

2. HoLoMORPHIC FUNCTIONAL CALCULUS ON A HALF-PLANE

It is a standard fact from semigroup theory that if —A generates a strongly
continuous semigroup, then the spectrum o(A4) of A is located in a right half-
plane of C, and the resolvent R(A, A) = (A — A)~! is uniformly bounded in the
complementary left half-plane. We shall take this “spectral picture” as a starting
point.

Definition 2.1. An operator A on a Banach space X is said to be of half-plane
type w € (—o0, 00| (in short: A € HP(w)) if 0(A) C R, and

M, = M,(A) :=sup{||R(z,A)|| | Rez<a} < for every a < w.
An operator A is of strong half-plane type w (in short: A € SHP(w)) if
M/ = M]/(A) :=sup{la — Rez| |R(z,A)|| | Rez <a} < o

for every a < w.

An operator A is said to be of (strong) half-plane type if it is of (strong) half-
plane type w for some w € (—o0,00]. One writes A € HP(X) or A € SHP(X),
respectively.

Note that SHP(w) C HP(w). If A is of half-plane type, then it is of half-plane
type so(A), where

so(A) := max{w | A€ HP(w)} = sup {a | sup |[R(z,A)| < oo}

Re z<

is the abscissa of uniform boundedness of the operator A.
For w € R we define
E(Ry) = {f €EORy) | f(z)=0 (|z|_(1+s)) as |z| = oo, for some s > 0} .

Then £(R,,) contains the functions (A — 2)71(u — 2)~! whenever Re \,Rep < w.
For f € £(R,) we have the following version of Cauchy’s integral theorem.

Lemma 2.2. Let f € E(Ry,) and let w < 6. Then

fla) = ! /R Md,z (0 < Rea)

o Tm ez=8 7 — @
and
1
0=— dz.
2mi Re z=46 f(Z) ‘

The direction of integration is top down, i.e., from & + icc to & — io0.

Proof. Fix Rea > §. To establish the formula we employ the usual Cauchy theorem
with the contour being the boundary of the rectangle Im z € [-R, R],Re z € [§, ¢'],
for 6’ > Rea, and R > 0 large. If we let R — oo we see that

1 f(z) 1 f(2)
flay= %/Rez:gm‘”‘ T/ ot

(The decay of f(z) as |Imz| — oo causes the integrals to converge; and the inte-
grals over the upper and lower rectangle sides vanish as R becomes large.) As a
consequence of this representation we see that the value of the second integral does
not depend on §’. So we may let &’ — +oo without changing its value. But then
this value has to be zero, because of the decay of f. The arguments in the second
case are similar. |
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Now, let A be an operator of half-plane type, and let w < § < s¢(A). Since the
resolvent R(-, A) is bounded on the vertical line {Re z = ¢}, the integral

B(f) = f(A) = — f(2)R(z, A) dz

270 JRe =5

converges absolutely. By virtue of Cauchy’s theorem (for vector-valued functions)
and arguments similar to the proof of Lemma 2.2, the definition of f(A) is inde-
pendent of § € (w, so(4)).

Proposition 2.3. The so-defined mapping ® : E(R,) — L(X) satisfies the follow-

g properties:

a) ® is a homomorphism of algebras.

b) If T € L(X) commutes with A, i.e., TA C AT, it commutes with every ®(f),
feé.

c) (f(2)(\—2)7Y) = ®(f)R(\, A) whenever Re A < w.

d) ®((A—2)"Hpu—2)"1) = R\, A)R(n, A) whenever Re\,Re p < w.

Proof. a) Additivity is clear. Multiplicativity follows from a combination of Fubini’s
theorem, the resolvent identity and Lemma 2.2. The computation is the same as in
the classical Dunford-Riesz setting, see [6, VIL.4.7].

b) is obvious.

¢) By the resolvent identity and Lemma 2.2

B(F)R(N, A) = —— /R R AR A

211

1 f(2)

270 JReses A — 2

1 f(Z)R(z,A)dZZq)(Af(Z))'

270 JRe z=5 A — 2 -z

[R(z, A) — R(\, A)] dz

d) We only give an informal argument and leave the details to the reader. In the

integral
! / L Rz a)d
— —FR(z, z
2mi Re z=6 ()‘ - Z)(M - Z)

we shift the path to the left, i.e., let § — —oo. When one passes the abscissas
0 = ReX and § = Rep, the residue theorem yields some additive contributions
which sum up to R(\, A)R(u, A) by the resolvent identity; if 6 < Re A, Repy, the
integral does not change any more as 6 — —oo and hence it is equal to zero. (]

Denote by M(Ry,) the field of meromorphic functions on the right half-plane
Re. Then the triple (£(Ry,), M(Ry,), ®) is a meromorphic functional calculus in the
sense of [19, Section 1.3]. A meromorphic function f is called regularisable if there
is a function e € £ such that ef € £ and e(A) is injective. In this case one defines

F(A) = e(A) " (ef)(A),
which is a closed operator. This definition does not depend on the chosen regulariser
e € & (cf. [19, Section 1.2.1] or [18]).
The basic rules governing this functional calculus are the same as for any mero-
morphic functional calculus, see [19, Theorem 1.3.2]. The two most important of
these are the laws for sums:

f(A) +9(4) € (f+9)(4)
and products
f(A)g(A) € (fg)(A),  dom((fg)(A)) Ndom(g(A)) = dom(f(A)g(A)).

In particular, one has f(A)+g(A4) = (f+9)(A) and f(A)g(A) = (fg)(A) whenever
9(A) € L(X).
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Note that every bounded holomorphic function f € H*(R,) is regularisable,
namely by the function e(z) := (u—2) 2, where Re p < w. This is because f(2)(pn—
2)~2 decreases quadratically as |z| — oo and e(A) = R(u, A)? is clearly injective.
In particular, for each ¢ > 0 the operator

et = ()(A)
is defined as a closed operator and dom(A?) C dom(e~*4), ¢ > 0.

Lemma 2.4. (Complex inversion formula)
Let A be an operator of half-plane type, and let w < so(A). Then for each x €
dom(A?) the function

(t — e 2) : [0,00) — X

is continuous and satisfies sup; He“’te_mac” < 00. Its Laplace transform is

/ e Me Mz dt = R\, —A)z =\ +A) "z (Re A > —w).
0

tA

Moreover, e~"“x is also given by the improper integral

—1 ©

(2.1) e Ay e @ R(w +is, A)z ds (t > 0).

T )

Proof. Fix p < w and write e~*4x = (e 7% /(u—2)?)(A)[(u— A)?x]. Then the conti-
nuity in ¢ is clear from Lebesgue’s theorem, and the bound is a simple estimate. An
application of Fubini’s theorem establishes the claim about the Laplace transform.
To establish (2.1) we fix ¢ > 0 and p < w and note that

—zt
/ c dz=0
Rez=w b — %

in the improper sense. Indeed,

e—zt B e—zt _< e—zt )’
p—z tp—z? \tp—2z)/)"

the (improper) integral over the right-hand side being zero by Lemma 2.2. With
this information at hand, we use the formula (u — A)R(z,A) = (u — 2)R(z, A) + I
twice and compute

e~tAy = (“) (A)(p— A2z = — /Rez:w (etZ2R(z,A)(,u ~AYeds

(1 — 2)2 ~ 2mi p—2)
_ 1 R A — Ayrdz = - “R(z, A)ed
B 2mi Rez=w M — % - . e 2mi Rcz:we - v
This concludes the proof. O

Note that if A is a densely defined operator with non-empty resolvent set, then
dom(A™) is dense in X for each n > 2. Indeed, dom(A™) =ranT" for T := R(u, A)
and any u € o(A); then inductively one obtains

ranT = T(fan T") C T(ranT") = ran T"*
by the continuity of T, hence X =tanT = ran 7" t!.

Proposition 2.5. Let A be an operator of half-plane type. Then —A is the gener-
ator of a Cy-semigroup T if and only if A is densely defined and et is a bounded
operator for allt € [0,1] satisfying sup,co 1 le=*| < oo. In this case, T(t) = e~
for allt > 0.
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Proof. Let —A generate a Cy-semigroup (T'(t))¢>0. Then A is densely defined, so
dom(A?) is dense. Lemma 2.4 yields that R(-,—A)xz is the Laplace transform of
(t — e~*4z) for x € dom(A2). By the uniqueness of Laplace transforms, T'(t)z =
ez, t > 0. Since dom(A?) is dense and e~ is a closed operator, e *4 = T'(t) is
a bounded operator. The uniform boundedness for ¢ € [0,1] is a standard property
of Cy-semigroups.

Conversely, suppose that A is densely defined and T'(¢) := e~ ** is a bounded
operator for all ¢ > 0. Then T is a semigroup (by general functional calculus) and
dom(A?) is dense. From the uniform boundedness sup,c(o 11 |T(t)[| < oo and the

tA

semigroup property, one concludes easily that (7'(¢));>o is uniformly bounded on
compact intervals. Lemma 2.4 and the density of dom(A?) imply that (T'(t))¢>0
is strongly continuous. Its Laplace transform coincides with the resolvent of —A
on dom(A4?%) (Lemma 2.4), and hence on X by density. So —A is the generator of
T. (]

Remarks 2.6. a) We do not know if one can omit the boundedness assumption
from Proposition 2.5.

b) The complex inversion formula (2.1) is well known when (e7*4);5¢ is a Co-

semigroup (see [21, Theorem 11.6.1], for example). In the opposite direction,
many instances in the literature (for example, [21, Theorem 12.6.1]) use it as
a starting point for generation theorems. Lemma 2.4 shows that our approach
works in the latter direction. Moreover, it has the advantage of replacing te-
dious arguments involving closures and improper integrals by a clean algebraic
extension procedure applied to the convenient functional calculus for elemen-
tary functions.

2.1. Compatibility with the Sectorial Calculus. For 0 < w < 7 denote by
Sw:={2€C|0#z2 |argz|<w}

the open sector symmetric about the positive real axis with vertex 0 and angle 2w.
The degenerate case is Sg := (0, 00).

An operator A on a Banach space X is called sectorial of angle ¢ € [0,7) if
o(A) CS, and for each w € (¢, 7) one has

M(w, A) = sup{||zR(z, A)|| | z € C\ S,} < c0.

The minimal ¢ such that A is sectorial of angle ¢ is called the angle of sectoriality.
There is a natural holomorphic functional calculus for sectorial operators, discussed
at length in [19].

Examples 2.7. 1) If A satisfies an estimate ||[R(z, A)|| < M |Rez|™" for Rez <
0, then A is sectorial of angle /2. In particular, if —A generates a bounded
semigroup or if A is an operator of strong half-plane type w > 0, then A is
sectorial of angle 7/2.

2) On the other hand, if A is invertible and sectorial of angle ¢ < 7/2, then A is
of half-plane type w for some w > 0.

We note the following result about compatibility of functional calculi.

Proposition 2.8. Suppose that A is of half-plane type w > 0 and that [ is a
holomorphic function on Ro = Sy/9. If A is also sectorial and f(A) is defined in
either calculus, then both definitions lead to the same operator.

Proof. We only sketch the basic ingredients of the proof and leave the details to the
reader. Let ws(A) be the sectoriality angle of A. Suppose first that ws(A4) > /2.
Let wg(A) < ¢ < 7w and take f in the class HF(S,) of holomorphic functions on S,
defined in [19, p.28]. Then g(z) := f(2)(1 +2)~! € ERp). But g(A) is the same in
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either calculus by contour deformation. Hence f(A) is the same in either calculus.
This establishes a morphism of the calculus on the sector S, to the calculus on the
half-plane R, and the compatibility for other functions follows from [19, Prop.1.2.7].

In the case that ws(A) < 7/2 take f € £(Rg). Then f is in the elementary
calculus for invertible sectorial operators, see [19, Sec.2.5.1] and f(A) is the same
in either calculus by contour deformation. Again we have a morphism and that
establishes the claim. (]

3. THE HILLE-Y0SIDA THEOREM

The Hille-Yosida theorem is one of the most fundamental results in the “elemen-
tary” theory of Cy-semigroups. We show that it is a straightforward consequence
of the following general fact of functional calculus theory.

Theorem 3.1. (Convergence Lemma)

Let A be a densely defined operator of half-plane type on a Banach space X, and
let w < so(A). Let I be a directed set, and let K be any index set. Suppose that
(fur)ryerxx € H®(Ry) has the following properties:

1) Sup, ”fL,n”Hoo(Rw) < 005
2) fin(A) € L(X) for all 1, k, and sup, . || f..(A)]| < oo;
3) fu(2) :=lm, f, x(2) exists for every z € Ry, uniformly in k € K.

Then f. € H®(Ry), fc(A) € L(X), fi(A)z — f(A)z for each x € X uniformly
inr €K, and |[f:(A)| <limsup, [|f.x(A).

Proof. The proof is analogous to the proof of [19, Proposition 5.1.4]. By [2, Propo-
sition A.3], the function F, := (f, x)x : Rw — ¢°°(K) is bounded and holomorphic.
Vitali’s theorem [2, Theorem A.5] for nets implies that F' := (f,), is holomorphic
and that the convergence F, — F' is uniform on compact subsets of R,,. Moreover,
condition 1) clearly implies that F' is bounded.

Let pp < w < § < s9(A). Then

(urln =272 (4) = tim o4 [ L0 s is s

n—oo 2 J_ . (— 0 —is)?
where the limit is uniform in ¢ and x. Together with the uniform convergence of the
integrand on [—n,n], it follows that (f, .(2)(p — 2)72)(A) — (fu(2)(x — 2)72)(4)
in norm, uniformly in k € K. Hence for € dom(A?),

fun(2) 2 fo(2) 2
(A== )(A)(p—A (A (p— Az = fu(A
funld)e = ({2555 ) (A= AP = (255 (= AP = ful(A)e
uniformly in x € K. Clearly ||f.(A)z| < limsup, || f..x(A)| |l=]. Since f(A) is a
closed operator with dom(f(A)) 2 dom(A?), which is dense, f,(A) is bounded and
|| f<(A)| < limsup, ||f,«(A)|. Again by the density of dom(A?), f, .(4) — f.(4)
strongly, uniformly in x € K. O

Remark 3.2. In a similar way one can extend the classical instances of convergence
lemmas for sectorial and strip-type operators [19, Prop. 5.1.4, 5.1.7] to parametrized
families of functions.

Theorem 3.3. (Hille-Yosida)

Let A be a densely defined operator on the Banach space X such that (—o0,0) C o(A)
and M := sup, ey o [AN" (A + A)7"|| < oo. Then A is of strong half-plane type 0
and He_tAH < M for allt > 0.
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Proof. First we show that A is of half-plane type. Fix p such that Rep > 0. For
large A > 0, more precisely for A > |u|> /(2Rep), one has |\ — u| < A. By the
Taylor series expansion of the resolvent it follows that —u € p(A) and

oo

(1+A) 71 = 3= )"+ 4)7 D,

n=0

Estimating norms we obtain

_ o (A — " M
H<”+A) IHSM; XS :)\_|/\_H|'

and with A — oo we conclude that ||(u+ A)7|| < M/Re p. It follows that A is of
strong half-plane type 0.
Define r,, ¢(2) := (1 + (tz)/n)~". For fixed w < 0 and large n € N we have

—-n ¢ —n
) ()
n
Since (1 + tw/n)™™ — e~ as n — oo, we have sup,, ||7"n’t||Hoo(Rw) < 00. Also, by

hypothesis,
[t (A)] = |1+t A)~"|| = |0/ (vt + A" < M for all n € N.

t
sup |rne(2)| = ( inf |1+ L
n

Rez>w Rez>w

Applying the Convergence Lemma yields He*tAH < M, as desired. O

If we re-examine the proof in view of the dependence on ¢ > 0, we obtain the
following.

Corollary 3.4. (Euler approximation)
Let —A be the generator of a uniformly bounded Cy-semigroup (T'(t))i>0 on a Ba-
nach space X. Then for each x € X

[(1 + t/nA)_l]nac —T({)x asn— oo
uniformly in t from compact subintervals of [0, 00).

Proof. Standard semigroup theory yields that A satisfies the hypotheses of the Hille—
Yosida Theorem 3.3. The proof of that theorem shows that r, (A)x — ety =
T'(t)x for each z € X and for each ¢ > 0. However, by employing the full force of the
Convergence Lemma 3.1, one can adapt the proof in order to show that 7, ;(A)z —
T'(t)x uniformly in ¢ from compact subintervals of R, for each z € X. ]

Of course, one can use the Convergence Lemma to establish the Euler approxi-
mation for any (not necessarily bounded) Cp-semigroup on a Banach space.

Remark 3.5. Note that it follows from Proposition A.7 that “higher-order” Hille—
Yosida estimates imply the lower-order ones, i.e.,

sup [[A"(A+A)7"||= sup |
neN,A>0 n>N,A>0

for each N > 1.

AP (A + A7

4. THE TROTTER—KATO THEOREM

While in the Convergence Lemma the function is approximated and the operator
is fixed, in the following we fix the function and approximate the operator. The
correct set-up requires that the approximants A, are “of the same type” as the
operator, with the relevant constants being uniformly bounded.

More precisely, a family of operators (A4,), is called uniformly of half-plane type
w € RU{—o0} if each A4, is of half-plane type w and sup, M, (4,) < oo for each
a < w.
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Example 4.1. Let A be of half-plane type 0, and let Ay := AA(A+ A)~! for A > 1
be the Yosida approzimants. Then the family (Ax)a>1 is uniformly of half-plane
type 0. Indeed, for Re pu < 0 a little computation shows that p € o(Ay) with

A2 Al 1
4.1 Ay) = A) - .
(4.1) R AN = 5 R (5504) - 5,
Note that
2 o 2
Re(Au )A2Re1 _ao A Repm Alul é'“‘ <0.
A= n A= A=l

The second term in (4.1) can be estimated by

1 < mi (1 1 )
—— <min (-, ——).
A —ul A" [Re pl
If A satisfies an estimate |R(z, A)|| < M/ |Rez| for Rez < 0 (e.g., in the case that
— A generates a bounded Cp-semigroup) then

I < A2 M X\ — pl? 1 M+1
TN —u? A2 Rep| + Alul>  A—ul T [Reu|’

independently of A > 0. In the general case, fix @ > 0 and define ¢ := /(o + 1).
Then ea = a — e < A(a — ¢€) since € < @ and A > 1. Hence, if Rep < —a,

AL A2 A2 A2
— | = — =A< A< A< —e
RE(A—M> ReA—u ST e T

[ R, Ax)

It follows that

A2 1
—_—M_ (A + —— <
(A —Rep)? ( )+)\—Reu_
whenever A > 1 and Reu < —a.

[ R(p, AN < M_.(A)+1

In the previous example we clearly have limy_,oc R(i, Ax) = R(p, A) in norm
uniformly in g from compact subsets of the open half-plane {Re z < 0}.

Proposition 4.2. Let (A,),c1 be a net of operators, uniformly of half-plane type T,
and let A be an operator such that R(u, A,) — R(p, A) in norm/strongly whenever
Rep < 7. Then A is also of half-plane type 7. Moreover, for w < T and f € E(Ry,)
one has f(A,) — f(A) in norm/strongly.

Suppose furthermore that A is densely defined. If f € H*®(Ry) and f(4,) €
L(X) for all v € I with C := sup, ||f(4,)]] < oo, then also f(A) € L(X), and
f(A) = f(A) strongly.

Proof. The first assertion is straightforward. For the second we employ once again
Vitali’s theorem [2, Theorem A.5] for nets to conclude that the convergence of the
resolvents is uniform in g from compact subsets of {Rez < 7}. Then a standard
argument similar to part of the proof of Theorem 3.1 shows that f(4,) = f(A) in
norm/strongly.

Now suppose that A is densely defined, so dom(A?) is dense in X. Take x €
dom(A?), f € H®(L,) and e(2) := f(2)(u — 2)72 € £(R,,), where p < w is fixed.
Then

le(A) (e — A)2al| = || F(A)R(s, A2 (1 — AP < C || Rl A — 4%

Since we know already that e(4,) — e(A4) and R(u, A,) — R(u, A), we conclude
that

1f(A)z] = |le(A) (1 — A)*z|| < C||R(n, A (1 — A)?z|| = C ||| .
Since dom(A?) is dense, it follows that f(A) € £(X) with ||f(A4)|| < C. To prove
that f(A,) — f(A) (strongly), we need only to show f(A,)x — f(A)zx for all
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x € dom(A?). So take xz € dom(A?) and let y := (u — A)?x. We have seen above
that f(A,)R(u, A,)*y — f(A)z, so we estimate the difference

Hf(AL)I - f(AL)R(/J, AL)QyH Hf(AL)R(Ma A)zy - f(AL)R(IJ’? AL)2:UH
C || R(p, A)*y — R(p, A)?y|| — 0

AN

by hypothesis. O

Remark 4.3. As in the Convergence Lemma, there is a version of Proposition 4.2
that yields some uniformity: suppose that (f.)xex € H*(R,) is uniformly bounded
and sup, ,, || fx(A.)|| < co. Then the convergence f.(A,)r — f.(A)x is uniform in
K, for every z € X.

Another variant of Proposition 4.2 considers parametrized nets (4, ),
leave the details to the reader.

We

)K;.

Theorem 4.4. (Trotter—Kato)
Suppose that, for each n € N, A, is the generator of a Cy-semigroup, and that
||e_tA"| < M for allt > 0,n € N. Suppose further that A is a densely defined
operator and for some Ag < 0 one has A\g € p(A) and R(Ag, An) — R(Ao, A)
strongly. Then A generates a Cy-semigroup and one has e~ tArx — e Az uniformly
inte|0,7], for each x € X, 7> 0.

Proof. The theorem is a consequence of Proposition 4.2 and Remark 4.3, as soon
as we show that actually {Rez < 0} C p(A) and R(u, An) — R(p, A) strongly
whenever Re p < 0. This is done as in [11, Proposition II1.4.4]. O

Remark 4.5. A common assumption on A, and A implying that R(\g, 4,) —
R(Xo, A) strongly is the following: the operator A is densely defined, \g — A has
dense range, and there exists a core D of A such that A,z — Ax for all z € D. See
[11, Theorem III.4.9].

However, one might not always be given the operator A. Instead one may know
that R(Ag, An) — Q € L(X) strongly, and @ has dense range. By general arguments
as in [19, Appendix A.5] one has @ = R(\g, A) for some possibly multi-valued
operator A, which is densely defined by the range assumption on Q. It then remains
to show that A is in fact single-valued, i.e., ) is injective.

5. WEAK BOUNDED VARIATION CONDITIONS AND m-BOUNDED CALCULUS

Let A be of half-plane type w and o < w. Then A is said to have bounded
H°-calculus on R, if there is M > 0 such that

(5.1) FA < M| flloo v,

for all f € H*(R,). If Ais densely defined, it suffices to have (5.1) for all f € E(Ry,).
Indeed, one can apply the convergence lemma to the functions

n

fn(z) = f(z)( )2 (Rez > a,n € N).

(Note that |f,| < |f] for all n € N.)

n—oa-+z

Remark 5.1. This notion of bounded H*°-calculus for operators of half-plane type is
completely analogous to the notion of bounded H°°-calculus on sectors and strips for
sectorial and strip-type operators, respectively [19, Chapter 5]. For sectorial opera-
tors this notion plays an essential role in applications to evolution equations, in par-
ticular to the problem of maximal regularity [23]. Via the log / exp-correspondence,
bounded H*°-calculus on strips and sectors can be reduced to one another, see [19,
Prop.5.3.3] or [15].
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The theory of bounded H*°-calculus on half-planes has been unexplored up to
now. In fact, there have been only two classes of examples: operators similar to
generators of (quasi-)contraction semigroups on Hilbert spaces, and the sectorial
operators with a bounded sectorial calculus of angle < m/2. A genuine class of op-
erators of half-plane type (generators of non-holomorphic bounded semigroups, say)
with a bounded H°-calculus on a half-plane is missing, let alone a characterization
of that notion.

Now, for a sectorial operator A of angle wq, the boundedness of the H*°-calculus
on a sector S, can — under certain additional conditions on the Banach space
and the resolvent — be characterized by so-called “square function” or “quadratic”
estimates on A and A*. In the simplest case and if X = H is a Hilbert space, these
are of the form

*° dt
| leta® S <Ml @ex)

where ¢ is a non-zero holomorphic function on the sector S, satisfying |¢(z)| <
min(|z|*, |z| ") for some s > 0. In the non-Hilbertian case, the form of the quadratic
estimates is different, and it leads to the so-called 7-spaces [22, 13]. Alternatively,
building on [4] Cowling et al. in [7] introduced weak quadratic estimates of the form

(5-2) /OOO [{e(tA)z, ") < Mz [« (z€ X, yeX')

and showed that under certain conditions on the function ¢ these indeed characterize
the boundedness of a H*-calculus on a sector. (We are oversimplifying here, please
consult [7] for the precise statements.) If one uses the function ¢(z) = eE—yz for

T > 6 > wp, then (5.2) takes the form
/ [(AR(X, A)*z,2’)| |[dA] < M ||| ||/ (xe X,z € X'),
0Se

a condition put forward by Kunstmann and Weis in [23]. It was shown in [3] that
for strip-type operators A one has an analogous condition, namely

(5.3) / (RO Az, [N < M o] |o/]]  (x € X2’ € X7).
OStg

Here Sty is the vertical strip {z € C | — 6 < Rez < 6}, so the integral is over two
vertical lines. These conditions represent weak bounded variation of the functions
AR(M, A) and R(A, A) respectively. Our aim in the present section is to explore
the condition (5.3) when we replace the strip by a half-plane. Let us begin with an
auxiliary result.

Lemma 5.2. Let o € R and let A be an operator such that the vertical line o + iR
is contained in o(A). Suppose further that for some n > 1 and C > 0 one has

(5.4) / [(R(a + it,A)"+1x,x'>| dt < Cljz| ||12']| (xe X,z € X').
R
Then sup,cp ||R(o +it, A)"|| < oco. If A is densely defined or X is reflexive then

t
(R(a+it, A)"x, 2’y = —/ in (R(a+is, A)" e, 2’) ds (ze X, 2 eX')

— 00

and ||R(a +it, A)"|| < nC for each t € R.

Proof. We have & R(a+it, A)" = —niR(a+it, A)" 1, hence (5.4) yields an operator
Q : X — X" such that

¢
(R(a+it, A)"z,2') — (Qz,a') = —/ ni (R(o +is, A)" 'z, 2") ds

— 00
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forallt € R and z € X,2’ € X'. It follows that
sup ||R(a +it, A)"|| < nC + ||Q|| < 0.
teR

Moreover, we have R(« + it, A)"z — Qx as t — —oo in the weak*-sense on X"
for each z € X. By Lemma A.1 we have R(a, A)"R(a + it, A)"x — 0 in norm. It
follows that

(R(a, A))" Qr = QR(a, A)"x = 0 (x € X).
If dom(A) is dense, then @ vanishes on the dense subspace dom(A™), hence Q = 0.
If X is reflexive then X” = X, and R(a, A)” = R(a, A) is injective, whence also
Q=0. O

We now investigate the consequences of a weak bounded variation condition
(5.4) for the functional calculus. We need to introduce the notion of m-bounded
calculus. The corresponding notion on strips is equivalent to bounded H*°-calculus
[3, Proposition 2.7]. We shall see in Section 7 below that (strong) 1-bounded calculus
on half-planes does not imply bounded H*-calculus even for operators on Hilbert
space.

Definition 5.3. Let A be an operator of half-plane type w on a Banach space X,
and let B < w and m € Ny. Then A is said to have m-bounded calculus on Rg if
there is K > 0 such that f(™)(A) € £(X) and

£ (A < K || fllgoe v,y for all f € H®(Rp).
Let K(A, B, m) be the least such K.

It may not be immediately clear that this definition is meaningful. The problem
is resolved by the Cauchy inequalities [27, Corollary 4.3, p.48].

Lemma 5.4. Let f € H*(R,) and m € N. For a € Ry and 0 <r < Re(a) — «,

|
|F0) (a)] < % sup{[f(2)[ | |z —a| =7}

Hence ™ € H*®(Rg) with
!
(m) _m
(5.5) £ e (Rg) < B-ay" 1 [ ee (R -
Examples 5.5. For A € C and t > 0, define

1
Then fy € H®(Rg) if 8 > Re A and ¢, € H*(Rg) for all § € R. If A has m-bounded
calculus on Rg, then

—tz

ei(z) =e

., K(A,8,m)
RN, A)™H| < (7 ReN) (Re X < f3),
lexp(-ta)] < LI o)

We can now establish the connection between the weak bounded variation con-
dition (5.4) and the new notion of m-bounded calculus.

Theorem 5.6. Let A be a densely defined operator of half-plane type on a Banach
space X, and let m > 1. Then the following assertions hold.

a) If a < so(A) and there is a constant C such that

(5.6) / |(R(a+it, A)" o, a)| dt < C|z|| ||2/|] (re X,z € X'),
R
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then A has m-bounded calculus on R, and
m!
K(A,a,m) < 2—C(A,a,m).
7T

b) If 5 < so(A) and A has (m — 1)-bounded calculus on Rg, then (5.6) holds for
each a < B, with

C=E-w

When (5.6) holds for some C, we shall denote the least such C' by C(A, o, m).

K(Aaﬁamf 1)

Proof. a) Let 8 < a and f € ERg). It is easily derived from Lemma 5.4 that
fim e E(Rp) for each 5/ > . Hence we can compute fm(A) as
1

7 (A) = o /R SR, A)dz = % /R £ (a4 i) R(a + it, A) dt.

Since R(-, A) is uniformly bounded on a + iR and f*)(a +it) — 0 as |t| — oo for
each k > 0, we can integrate by parts m times to obtain
-1
Fom gy = =L / £ D (a4 i) R(a + it, A)? dt
2 R
—m! . : m-+1
- —/f(a—l—zt)R(oz—i—zt,A) dat.
2 R

Now it follows from (5.6) that
C'm!
(m) s
1A < T -

Next, we employ an approximation argument of a standard type. Let f € H*(Rg)
and define o (2) := k?>(k — 8+ z) 72 for k > 1. Then

1) fer € E(Rp),

2) (fer)™(2) = f0™)(2) as k — oo,
3) Nferlln=ra) < I1fllae®a)s

4) supy, [|(for) "™ | (r.) < 00

By the Convergence Lemma (Theorem 3.1),

C

!
£ (4)]| < sup 1(for) ™ (A)] < T:L|\f||H°O(Ra)-

In the last step we start with f € H*(R,) and let fi(z) := f(z + 1/k). By what
we have proved already,
(m) Cm! Cm!
1 (Al < ?kaHHoo(Ra) < ?Hf”H“(R(,) < 0o.
The Convergence Lemma, again, yields that f(™)(A) € £(X) with

m C'm!
17N < Sl oy < 00,

as desired.
b) We fix a < 8, x € X, 2’ € X’ and R > 0. Let ¢ be a measurable function
such that |e(¢)] = 1 and

[(R(a+it, A)" o, a’)| = (R(a+it, A)™ o, a’) - e(t)
for all t € R. Define

R
f(2) ::i/ ¢dt (Rez > B).

m! J_p (a4 it — 2)?
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Then f is an elementary function with
R
(m=1) () = _ dt Rez >
e = [ et (Res> ),

Moreover,

|f(z)|§i/( ar = u — (Rez > B).

m! Jgp Rez—a)2+t2 m!(Rez—a) ~ m!(8—«a)

Fubini’s theorem yields

R
Fm=H4) = / e(t)R(o + it, A)y™ T dt,

-R
from which it follows that
R R
/ [(R(a+it, A)" e, a’)| dt = / e(t) (R(a+it, A)™ o, 2y dt
R —R
|(rm D)z, 27)| < KA Bym = 1) | llgee ) ] 2]

< TG KB m = 1) ] 2.

As R > 0 was arbitrary, b) is proved. (|

Remark 5.7. We note that the assumption of dense domain in Theorem 5.6 is
needed only in part a), to pass from elementary functions to all H*-functions.
Moreover, the proof shows that under the assumptions of a) one has ||f("™) (A)|| <
Cm' IIf HHoo(R if 0™ is elementary on a larger half-plane and f) vanishes at
« :I: 100 for all O < j <m—1. An example of a function f that is not elementary
but satisfies these requirements is f(2) = (A — 2)~! with Re A < a.

6. STRONG m-BOUNDED CALCULUS

Theorem 5.6 does not establish an equivalence of m-bounded calculus and weak
bounded variation estimates of the form (5.6), due to the “loss of order” in part
b). We shall see below that this phenomenon can be avoided when one considers
m-bounded calculus and estimates (5.6) with specified dependence of C(A,«,m)
and K (A, «,m) on «. This leads to the following definition.

Definition 6.1. An operator A has strong m-bounded calculus of type w if A has
m-bounded calculus on Rg for each 8 < w, and there is C' > 0 such that

£ ca)|| < —> ey (F €H®(Rp), B <w).
Let us revisit Examples 5.5.

Examples 6.2. If A has strong m-bounded calculus of type w, then one has
C

m!(w = B)™(8 - Re )

The minimum on the right-hand side is attained at 5 = (mRe A+ w)/(m + 1) and

hence we obtain the Hille-Yosida estimate

RN, A" < (Re A < B8 <w).

Ce(m+1)
m—+1
(6.1) |R(A, A < o~ Re ) (ReX < w).
By Corollary A.9 it follows that
Ce(m+1)
k|| « 2221 77
RN, A)F|| < lw —ReAF (Re <w)

for all 1 < k < n; in particular, A is of strong half-plane type w.
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Similarly, we have

lexp(—tA)|| < Mew

and minimizing the right-hand side over f < w yields g = w —

(t>0,0<w),

m

+ and

(6.2) lexp(—tA)|| < c%e*tw (t > 0).

In particular, if A is densely defined, then by Proposition 2.5 —A generates a Cy-
semigroup.

For K (A, 5,m) to behave like (w — 8)~™, the inequalities in Theorem 5.6 and
simple examples indicate that we expect C'(A, o, m) to behave like (w —a)™™. We
shall see in the next proposition that such an estimate is actually independent of

m (with varying constants, of course) and this will lead to a characterisation in
Theorem 6.4 below.

Proposition 6.3. Let A be an operator on a Banach space X and w € R such that
o(A) CR,. In addition, let m > 1 and C > 0 such that
(6.3)
[(R(o+it, A)™ o, 2f)| dt < _c
R (w—a)m
Then the following assertions hold.
a) If A is of half-plane type w, then for each 1 < k < m+1

Ce(m+1)

4 AF < —/———

(6.4) 1RO 8 < 5 Reay
In particular, A is of strong half-plane type w.

b) If X is reflexive then A is densely defined.

Moreover, under the additional hypothesis that A is densely defined the following
assertions hold:

¢) Foreachl<k<m

Izl 2" (¢ <w,z€ X, €X)

(Re X < w).

(6.5) | R\, A)F|| < ( Crm (ReX < w).

w —ReN)F
In particular, A is of strong half-plane type w.

d) Foreachl<k<mand a <w
C
/]R [(R(a+it, A)F e, /)| dt < W_ﬂl)k”x” lz'|| (z e X,2’ € X').
e) A has a strong k-bounded calculus of type w for each 1 < k < m. More
precisely, one has
Cm (k-1)!
(k) AR oo
66 ] < G e e, (€ Ra)a <),
Proof. a) By Remark 5.7 it follows from (6.3) that ||f(m)(A)H < (€m!/27) || fll oo (r.0)
for f(z) := (A —2)"! and Re XA < @ < w. This yields
C 1
At < =
1R, 4™ < 27 (w— a)™(a — Re \)
As in (6.1), varying o here leads to
C (m+1)mt! 1 Ce(m +1)
RO\, A < — < ,
H (A, 4) H 27 mm (w—=TReA)™+!l = 27(w — Re A)m+!
Now a) follows from Corollary A.9.
b) and ¢) If X is reflexive or A is densely defined then (6.5) follows from Lemma 5.2

(Re A < a < w).
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for K = m and then from Corollary A.9 for other values of k. In particular we have
that A — w is sectorial, i.e., supy .o [|[AR(N\, A —w)|| < Cm < oo. It is a standard
result [19, Prop.2.1.1] that A must be densely defined if X is reflexive.

d) We employ downward induction, the case k = m being the hypothesis (6.3). For
the step from k to k—1 let z € X and 2’ € X’; then a) together with Lemma 5.2
and Fubini’s theorem yield

/‘(R(a+it7A)kx,x’>| dt:k/ ‘</ R(u+it,A)k+1x,x’>du‘dt

& mC e du
<k/ /y (utit, ), o) didu < k== (/_Oc(cu—u)’“> BN gl

e ey xerye
e) follows directly from d) and Theorem 5.6. O

Proposition 6.3 enables us to prove the following major result. The fact that the
condition (i) (for m = 1) implies that w — A generates a bounded Cy-semigroup
was proved in [12, 26] and it is known as the Gomilko-Shi-Feng theorem. An early
version can be found in [21, Theorem 12.6.1].

Theorem 6.4. Let w € R and let A be a densely defined operator on a Banach
space X such that Ly, C o(A). The following assertions are equivalent for m > 1:

(i) There exists a constant Cy, such that

/ [(R(a+it, A)™ e, a’)| dt < |l |1=”|| (zeX, z' e X' a<w)
R

O

(w—a)m
(ii) A is of half-plane type w and has strong m-bounded calculus of type w;

(iii) A s of half-plane type w and has strong 1-bounded calculus of type w.

In particular, properties (i) and (ii) are independent of m > 1. They imply that —A

generates a Co-semigroup T with ||T(t)|| < Me™“t for some M.

Proof. (1)=(ii),(iii): This follows from Proposition 6.3.

(iii)=-(ii): Let @« < B < w and f € H*(R,). We apply the strong 1-bounded

calculus to f(m~1) € H®(Rg) and employ (5.5) to obtain

[FARIT] (= KCpyo1(m—1)!

< 711 e (r
(= B)(5 )™= (e
Optimising with respect to 8 yields

KC,,
wwnmu§7;f%?ﬁmme)

(ii)=(i): Suppose we have
C
[f™ (AN < w=pm 1 1[0 () (B <w, f € H*(Rp)).

Then by Theorem 5.6.b) with m replaced by m + 1,

C
R(a+it, A2z, 2"y dt < T x| ||’
[ et 0.0t at < e e )
for a < 8 < w. Optimising with respect to 5 yields
mCe
||| f|2]] -

/]R ](R(a + it, A)m—i-?x, x’>| dt < W |

Now it follows from Proposition 6.3.d) with m replaced by (m + 1) and k = m that

y1 TrC’e(lJr )
[ R+ it 4yt a)] ar < TS o ).
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Finally, suppose that (i)-(iii) hold. Then by Example 6.2 and the density of
dom(A) in X we obtain that —A generates a Cy-semigroup T" with ||T'(¢)|| < Me~“*
for some M > 1. O

Corollary 6.5. Let w € R and let A be a densely defined operator on a Banach
space X such that L, C o(A). Assume that there is a constant C such that, for all
a<w,

IA

(w— a)/ | R(x + it, A)z||? dt C|lz|? (x € X),
R

IN

“‘M/“RW+ﬁMWow 2 (@ e X))
R

Then A has strong 1-bounded calculus of type w.

Proof. Tt is a standard application of the Cauchy—Schwarz inequality that the as-
sumptions imply (i) of Theorem 6.4 for m = 1. O

The following generalisation is proved in the same way.

Theorem 6.6. Let w € R and let A be a densely defined operator on a Banach
space X such that L, C o(A). Let in addition m > 1 and g : (—oo,w) — [0,00) be
a function satisfying g(a) = O(|a|™™) as a = —o0 and

[ KRG+ it Ay aa)] at < g@llal 0] (o € Xoa' € X< ).
Then —A generates a Cy-semigroup T with
mle sy —m —w
IT@OI < S —glw =t me™ (¢ >0).
T
Proof. From Lemma 5.2 we obtain

| R+ it, A" < mg(a) = O(Ja] ™).

Hence Corollary A.9 implies that A is of (strong) half-plane type w. Now we can
apply Theorem 5.6 to obtain

A< Tg(a) (o <w, [ eHE(R))

Inserting f(z) = e~ and optimizing over o < w yields

m! !
H —tAH < Wt_m(igig(a)e_ta < %g(w_t—l)t—me—wt_

(The last inequality comes from specializing o := w — t~1.) O

Remarks 6.7. 1) For w =0, m =1 and g(a) = M|a|~}(1 + |a|~¢), Theorem 6.6
recovers a result of Eisner [10] on semigroups with polynomial growth.

2) The converse of the Gomilko-Shi-Feng theorem holds in Hilbert spaces (see
Theorem 7.1), but it was observed in [12, p.296] that it is not true in general
Banach spaces or even in reflexive spaces. Thus there exist operators A such
that —A generates a Cy-semigroup but A does not have 1-bounded calculus
on any half-plane.

3) The property (i) of Theorem 6.4 for m = 1 is a natural form of weak bounded
variation for half-plane operators. Actually, it is somewhat stronger than the
corresponding properties for sectors and strips, because of the dependence on
«. For sectors and strips, weak bounded variation for a single value of the
corresponding parameter implies bounded H*-calculus [7, 23, 3]. We shall see
in Example 7.2 that strong 1-bounded caclulus on half-planes does not imply
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bounded *°-calculus even for operators on Hilbert space. Thus bounded H*°-
calculus on half-planes cannot be characterised by weak bounded variation of
the resolvent in the way that it can for strips and sectors.

7. OPERATORS OF HALF-PLANE TYPE ON HILBERT SPACES

It was observed in [12] and [26] that the converse of the Gomilko-Shi-Feng theo-
rem is true in Hilbert spaces. We present a reformulation of this fact in which the
implication (i) = (iii), together with Examples 5.5, recovers the Gearhart—Priiss
theorem. This says that the exponential growth bound of a Cy-semigroup with
generator —A, on a Hilbert space, equals —so(A4) [2, Theorem 5.2.1].

Theorem 7.1. Let A be a densely defined operator of half-plane type on a Hilbert
space H. The following properties are equivalent:

(i) —A generates a Cy-semigroup on H;

(ii) A has strong 1-bounded calculus on a half-plane;

(iii) A has strong 1-bounded calculus of type w for each w < so(A).

Proof. The implication (iii)=-(ii) is trivial, and the implication (ii)=(i) follows from
Theorem 6.4. For the proof of the implication (i)=-(iii) suppose that —A generates
T. Then there exist M > 1 and wy € R with ||T(s)|| < Me~“°® for s > 0. For
a < wy and z € X we have

R(a+it, A)x = —/ e e T (s)x ds
0

and hence by Plancherel’s theorem

(7.1)

[R(ex + it, A)x|| 1, miary = V2 [|€°T ()|, g, a5 < Mll]| (z € H).

Now let w < s9(A) and take o < min(w,wp). By definition of so( ), R(-,A) is
uniformly bounded on w + ¢{R. Hence, from the resolvent identity
Rw+it, A)x = (I + (o — w)R(w + it, A))R(a + it, A)x (teR)

it follows that [|R(w + it, A)x[|y, g 4 < C ||| for some constant C'. Plancherel’s
theorem again yields

||ew5T(5)zHL2(R+,ds) <V2rC|z| .

Convolving with e**T(s), using ||e**T'(s)|| € L2(Ry) yields
ewt

_eat
— (0]

t
ea(t—s)T(t _ s)ewsT(S)JJdS < C' Hm” (t > 0)

Consequently, [|T(t)|| < Mye™“! (cf. Datko’s theorem [11, Theorem V.1.8]). Tt
follows that we can replace wg by w in (7.1) (with a different M, of course). Passing
to adjoint operators, we obtain similarly

[R(+ it A) Y, miary = V27 €T () Yl =, sa)

m
SMwHy”Hm (yEH,Oz<W)-

Now Corollary 6.5 applies, and A has strong 1-bounded calculus of type w. O

By the Boyadzhiev—deLaubenfels theorem [5, 14, 16, 20] a densely defined op-
erator on a Hilbert space generates a Cy-group if and only if it has a bounded
H®-calculus on a vertical strip. The following example shows that the analogue
involving semigroups and H*°-calculus on half-planes does not hold. In particu-
lar, strong 1-bounded calculus does not imply bounded H*°-calculus, in the case of
half-planes.
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Example 7.2. Let X be a separable Hilbert space. Using the theory of conditional
Schauder bases, Le Merdy [24] has shown that there exists an operator 4 on X such
that

1) A is densely defined, invertible and sectorial of angle 0, and
2) A does not have BIP (bounded imaginary powers).

(See also [19, Cor.9.1.8] for this construction.) Then —A generates a bounded
holomorphic Cy-semigroup. For a < 0, because A is invertible, A — « does not have
BIP [19, Proposition 3.5.5]. Consequently A does not have a bounded H*(R,)-
calculus for any a < 0.

A sectorial operator on a Hilbert space that has bounded H*-calculus on some
sector has it on each sector of angle larger than the angle of sectoriality. The “rea-
son” is a theorem of Cowling, Doust, McIntosh and Yagi based on an approximation
result for analytic functions on strips [19, Thm.5.4.1], together with the Gearhart-
Priiss theorem. In a sense, Theorem 7.1 is the analogue for operators of half-plane
type. We conjecture that the corresponding result involving H*-calculus (in place
of strong 1-bounded calculus) is false in general, but we cannot prove that at this
point. The best we can achieve here is the following positive result.

Proposition 7.3. Let A be a densely defined operator of half-plane type on a Hilbert
space H such that A has a bounded H-calculus on some right half-plane. If the
semigroup generated by —A is holomorphic then A has bounded H* -calculus Ry, for
each a < so(A).

Proof. For 8 < so(A), A — (3 is invertible and sectorial of angle less than /2.
Moreover, A has bounded H*-calculus on Rgs if and only if A — 5 has bounded
H*°-calculus on Rg = S; /5. (Note that by Proposition 2.8 the half-plane calculus
coincides with the sectorial calculus.) Now, by McIntosh’s theorem [19, Thm.7.3.1],
A — 3 has bounded H**-calculus on Sy /5 if and only if A — 3 has bounded imaginary
powers. But by [19, Proposition 3.5.5], this is independent of j. O

Suppose that —A generates a Cy-semigroup of contractions on H. Then A has
contractive H* (R, )-calculus for each a@ < 0. This is basically equivalent to the
classical von Neumann inequality for contractions on Hilbert spaces and can be
proved (via the convergence lemma) as in [19, p.179).

It follows that if —A generates T', and T is similar to a quasi-contraction semi-
group (contractive after shifting), then A has bounded H*-calculus on a right half-
plane. The converse, however, is false.

Example 7.4. In [25, Prop.4.8] Le Merdy modifies the famous counterexample of
Pisier to Halmos’ problem to give an example of an operator A on a Hilbert space
H with the following properties:

1) —A generates a bounded Cp-semigroup T on H and is injective;

2) There is ¢ > 0 such that ||r(A)|| < c¢||r]|,, for each rational function r that is
bounded on Ry;

3) T is not similar to a contraction semigroup.

By approximating holomorphic functions by rational functions [19, Prop.F.3] it
follows from the convergence lemma that A has a bounded H*-calculus on R,, for
each @ < 0. Finally, one can employ Chernoff’s trick as in [19, Lemma 7.3.14] to
obtain an example where T is not even similar to a quasi-contraction semigroup.

APPENDIX A. ASYMPTOTICS OF RESOLVENTS

In this appendix we prove some results on the asymptotic behaviour of the re-
solvent mapping z — R(z, A) for some (in general unbounded) operator A on a
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Banach space X. More precisely, we suppose that D C p(A) is a subset of the
resolvent set of A such that the point at infinity is an accumulation point of D, i.e.,

{zeD| |z| >r} #0 for each r > 0;

and we shall look at the asymptotic behaviour of R, as z — oo, by which we mean
z € D and |z| — oo.

For simplicity and because the operator A is rather unimportant in this context,
we abbreviate R, := R(z, A). The operator family (R,).cp satisfies the resolvent
identity

(A1) (z—w)R,Ry, =Ry — R, (z,w € D),

the basis of all following arguments.

We begin with a technical result that contains all the essence. Let Y be a second
Banach space and fix a vector space topology on £(Y; X) such that for each w € D
the operator S — R,,S on L(Y; X) is continuous. (For example, the norm topology
and the weak and strong operator topology satisfy this.) By ® : D — L(Y; X) we
denote any operator-valued function on D.

Lemma A.1. With the terminological conventions from above, let n € Ny, and
suppose that R?®,/z — 0 and ®,/2" — 0 as |z| = o0, z € D. Then for any fized
weD

RIR}®, — 0 as|z| = o0, z€ D.

Proof. The proof is by induction on n € Ny. If n = 0 then there is nothing to prove.
So suppose n > 1 and the claim to be true for n — 1 in place of n. Then by the

resolvent identity
R,®, RIO,
(A.2) R,R!D, = R = =2 =
Zz—w  z—w
By hypothesis, the second summand tends to 0 as z — oo. If we define ¥, :=
Ry®./(z — w), then ¥,/2""1 — 0 as z — co. Moreover,

nd,
R, /2 = (Rngéz + RZ) /z—0 as z— o0
z—w
by (A.2) and the hypothesis. So we can apply the induction hypothesis with ¥, in

place of @, and conclude that
Ry, ®. e
RVIRMIYZ — RIRYIY, 50 (22— 00).
z—w
Now we multiply (A.2) by R%~! from the left, and the claim follows. a

We are now in position to prove our main result.

Theorem A.2. With the terminological conventions from above, let n,j € Ny, and
suppose that R1®, /29 — 0 and ®,/2" — 0 as |z| — 00, 2 € D. Then

RI"R"®, — 0 as|z| = o0, z€ D.

Proof. We proceed by induction over j > 0. For j = 0 there is nothing to prove.
Suppose that R"®,/z/*1 — 0. Then by the induction hypothesis (with ®./z in
place of ®) R R"®, /2 — 0. Now we apply Lemma A.1 with R?/ ®_ in place of ®,
to obtain R R RI®, — 0. O

Remark A.3. Theorem A.2 can be interpreted in terms of extrapolation spaces.
Namely, for w € D fixed, the n-th extrapolation norm on X is given by ||z|_, :=
|REx||, z € X. (A different choice of w leads to an equivalent norm.) Theorem A.2
roughly says that if R?®, has only polynomial growth as |z| — oo along D, then it
must tend to 0 in some (sufficiently high) extrapolation norm.
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Corollary A.4. Let Q(z) = ZT:O 23Q; be a polynomial in z with coefficients
Q; € LIYV;X). If Ri®, —Q(2) - 0 and ®,/2" — 0 as |z| = oo, z € D, then
Q=0.

Proof. By hypothesis, RI®, /2™ — Q. And ®,/2"t™ — 0 since m > 0. By
Theorem A.2 it follows that R Q,, = 0, whence @Q,, = 0, since R,, is injective.
Inductively, one obtains @; =0 for j=m —-1,m—2,...,0,ie., Q =0. O

Remark A.5. Let us stress the fact that our formulation covers a wide range of
individual results, by varying Y and the topology on L£(X). Clearly the norm,
strong and weak operator topology are admissible choices. If one takes Y = C to
be 1-dimensional, then £(Y’; X) is essentially equal to X, and one can interpret ®,
as an element of X. In particular, for the case ®, := p(z)z for a fixed vector x € X
and a scalar function ¢, we obtain results about the asymptotic behaviour of the
“individual” orbit z — R} z.

Corollary A.6. Ifsup,cp |RY| < oo, then for each w € D R}, R? — 0 in norm
as z € D, |z| = co. If in addition dom(A) is dense, then R — 0 strongly.

Proof. We apply Lemma A.1 with ® = I and conclude that R} R}, — 0 in norm.
Note that ran(R,) = dom(A). If this is dense, then by induction ran(Rl) =
dom(A™) is dense as well. Then the claim follows by approximation. O

Let us apply our results to sectorial operators and operators of (strong) half-plane
type. An operator A is sectorial if (—00,0) C p(A) and sup, . ||#R(z, 4)|| < oo.
The next result shows that “higher-order” sectoriality is equivalent to sectoriality.

Proposition A.7. Let M > 0 and n € N, and let A be a closed operator on a

Banach space X such that (—o00,0) C o(A) and
M

(A.3) ||R(Z,A)kH < 7

<P (z<0)

for k =n. Then (A.3) holds for all 1 < k <mn. In particular, A is sectorial.

Proof. Tt suffices to prove (A.3) for k& = n under the assumption that it holds
for k = n + 1. Since —nR?"! is the derivative of R?, the estimate (A.3) for
k = n+1 shows that R7 has integrable derivative on (—oc0,0). In particular,
Q =lim, , R} exists by Cauchy’s criterion, and

I
It follows from Corollary A.4 that @ = 0; taking norms yields

z z M

iz — [ e o [t 2

%) 0o z

for co < 2z < 0. O

By rotating and shifting, we immediately obtain the following corollaries.

Corollary A.8. Let 01,00 € Randlet S :={0# 2€ C |6 <argz < 0} be a
corresponding sector in the complex plane. Let M > 0 and n € N, and let A be an
operator such that S C p(A) and

sup ||2"R(z, A)"|| < M.
z€S

Then sup,cg ||[FR(z, A)*|| < M for each 1 <k < n.

Proof. Fix 6 € [0;,605] and apply Proposition A.7 to —e~%* A in place of A. O
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Corollary A.9. Let M >0, n € N and w € R, and let A be an operator such that
{z€C| Rez <w} C p(A) with

M
Rz A" < —-—r>—— R .
IRG AV € gy (Bez<w)
Then
M
k
for each 1 <k <mn.
Proof. Fix 6 € R and apply Proposition A.7 to A + (w + i6). O
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