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Preface

The theory of lower and upper solutions is known to be an easy, elementary method to deal with second order boundary value problems. This book aims both to introduce the method for ordinary differential equations and to describe some recent and more involved results on this subject. Most of the theory we present was obtained for PDE or can be extended to deal with such problems. We propose a hint to such extensions at the end of chapter two. However, in this work we restricted our concern to the ODE setting to simplify the underlying technics and because the difficulties inherent to the method already appear in this framework. As usual, the ODE approach allows a more intuitive interpretation of the theory.

Working applications, the use of lower and upper solutions method faces the difficulty to exhibit such functions. It replaces a difficult problem, “how to find a solution of a boundary value problem”, by a no way easier problem, “how to find lower and upper solutions”. This reminds of the Liapounov’s second method. In both instances, working cases is the key to get the intuition related to these auxiliary functions. This was our first motivation in starting this work.

In many theorems the assumptions at hand provide lower and upper solutions and their use simplifies the argument. The question is then, “is it easy to recognize that a set of assumptions provide such lower and upper solutions ?”, “is it easy to find them ?”

Keeping this in mind we divided the book in two parts. The first one, which groups the five first chapters, is theoretical. It develops the theory in various directions. The second one, the last five ones, describes applications and show how to build lower and upper solutions.

We first give the basis of the method. This covers the two first chapters
which deal with the periodic problem and the separated boundary value problem for second order differential equations. Next we describe relations with other methods of nonlinear analysis. Chapter three studies connections with degree theory and is a first key to multiplicity results. The fourth one concerns the variational methods. This provides means to distinguish solutions and hence further multiplicity results. Throughout the four first chapters, we chose to focus on problems that satisfy Carathéodory conditions. This makes our analysis fairly general. At last, chapter five describes connections with monotonicity which leads to iterative methods to approximate solutions. Here we assumed the nonlinearity to be continuous so as to simplify the analysis.

The second part of the book works successively parametric multiplicity problems, resonance and non-resonance problems, positive solutions, system with singularities, singular perturbations. This provides a somewhat arbitrary selection of mathematical problems which can be investigated using the lower and upper solutions method. It reflects the authors interests and we hope that the study of these applications will give the reader a better understanding of how to use the method, how to find the auxiliary functions. Keeping this in mind, we did not try to work these problems with the maximum of generality. We rather tried to describe the scope of the method, i.e. both its power and its limitations.

We have tried to present the material of this book in such a way that a graduate student can understand both the formal developments and the basic ideas underlying the method. Only a small background is needed to read the book and to work the material we present.

To write a book is a long travel from the first drafts to the final text. This could not have been possible without the numerous collaborations and encouragements of friends and co-workers. We enriched our knowledge of the subject from the remarks, results, references they showed and discussed with us. We wish to thank them all for the considerable help they gave us. Among them, we are especially grateful to Professor Jean Mawhin who started the work with us but, due to other activities, was forced to let us follow our way alone.

Louvain-la-Neuve, February 2005

Colette De Coster and Patrick Habets
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Notations

\( u^+ = \max\{u, 0\} \)
\( u^- = \max\{-u, 0\} \)
\( \mathbb{R}^+ = \text{non-negative real numbers} \)
\( \mathbb{R}_0^+ = \text{positive real numbers} \)
\( C(A, B) = \text{continuous maps of } A \to B \)
\( C([a, b]) = \text{continuous maps of } [a, b] \to \mathbb{R} \)
\( C^0([a, b]) = \text{continuous maps } u \text{ of } [a, b] \to \mathbb{R} \text{ such that } u(a) = u(b) = 0 \)
\( C^k([a, b]) = \text{maps of } [a, b] \to \mathbb{R} \text{ with continuous } k^{\text{th}} \text{ derivative} \)
\( C^1_0([a, b]) = \text{continuously differentiable maps } u \text{ of } [a, b] \to \mathbb{R} \text{ such that } u(a) = u(b) = 0 \)
\( BC(\mathbb{R}) = \text{bounded continuous maps of } \mathbb{R} \to \mathbb{R} \)
\( BC^2(\mathbb{R}) = \text{bounded continuous maps of } \mathbb{R} \to \mathbb{R} \text{ with bounded continuous first and second derivative} \)
\( L^p(a, b) = \text{maps } u \text{ of } [a, b] \to \mathbb{R} \text{ so that} \left\| u \right\|_{L^p} = \left( \int_a^b |u(t)|^p \, dt \right)^{1/p} < \infty \)
\( L^\infty(a, b) = \text{measurable maps } u \text{ of } [a, b] \to \mathbb{R} \text{ so that} \left\| u \right\|_{L^\infty} = \sup |u(t)| < \infty \)
\( L^1_{\text{loc}}(a, b) = \text{maps } u \text{ of } [a, b] \to \mathbb{R} \text{ integrable on any compact subset of } [a, b] \)
\( A(a, b) = \text{maps } u \text{ of } [a, b] \to \mathbb{R} \text{ so that } (\cdot - a)(b - \cdot)u(\cdot) \in L^1(a, b) \)
\( H^1(a, b) = \text{maps of } [a, b] \to \mathbb{R} \text{ with square integrable weak derivative} \)
\( H^1_0(a, b) = \text{maps in } H^1(a, b) \text{ such that } u(a) = u(b) \)
\( W^{1,1}(a, b) = \text{maps of } [a, b] \to \mathbb{R} \text{ with integrable weak derivative} \)
\( W^{2,1}(a, b) = \text{maps of } [a, b] \to \mathbb{R} \text{ with second weak derivative in } L^p(a, b) \)
\( W^{2,1}_{\text{loc}}(a, b) = \text{maps of } [a, b] \to \mathbb{R} \text{ with second weak derivative integrable on any compact subset of } [a, b] \)
\( W^{2,A}(a, b) = \text{maps of } [a, b] \to \mathbb{R} \text{ with second weak derivative in } A \)
\( W^{2,p}_0(\Omega) = \text{maps } u : \Omega \subset \mathbb{R}^N \to \mathbb{R} \text{ such that } u \in W^{2,p}(\Omega) \text{ whose trace is zero on } \partial \Omega \)
\( u \succ v \text{ the functions } u \text{ and } v : [a, b] \to \mathbb{R} \text{ are such that for some } \epsilon > 0, u(t) - v(t) \geq \epsilon \sin \frac{\pi(t-a)}{b-a} \)
\( u \prec v \text{ equivalent to } v \succ u \)
\( u(t) \geq 0 \text{ the function } u \text{ is nonnegative and positive on a set with positive measure} \)
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Introduction – The history

Dans beaucoup d’autres cas, l’emploi des approximations successives pour obtenir certaines intégrales d’une équation différentielle peut conduire à des résultats curieux; il y aurait là, ce semble, un sujet de recherches qui présenterait quelque intérêt.
E. Picard

1 The first steps

Lower and upper solutions can be traced back into the use of successive approximation. As early as 1893, E. Picard [249] looked for solutions of the ODE boundary value problem

$$u'' + f(t, u) = 0, \quad u(a) = 0, \quad u(b) = 0,$$

assuming $u = 0$ is a solution and $f(t, \cdot)$ is increasing. The idea was to build a sequence of successive approximations $(\alpha_n)_n$ which is monotone, i.e.

$$\alpha_0 \leq \alpha_1 \leq \alpha_2 \leq \ldots,$$

that satisfies $\alpha_0(t) > 0$ on $[a, b]$ so as to avoid the trivial solution and that converges to a solution $u$ of (1.1). To this end, using some more assumptions (related to the now called sublinear case), he proved the existence of a first approximation $\alpha_0$, a positive function such that

$$\alpha_0'' + f(t, \alpha_0) > 0, \text{ on } [a, b], \quad \alpha_0(a) = 0, \quad \alpha_0(b) = 0.$$

Today, such a function is called a lower solution and the method used by Picard the monotone iterative method.
Independently, some of the basic ideas of the method, i.e. comparison
between solutions of differential inequalities, appeared in the study of first
order Cauchy problems
\[ u' + f(t, u) = 0, \quad u(0) = u_0, \]
made in 1915 by O. Perron [245] and in its extension to systems worked out
by M. Müller [222] in 1926. These authors deduced existence of solutions
together with their localization between functions \( \alpha \) and \( \beta \) which are ordered
\( \alpha \leq \beta \), verify \( \alpha(0) = \beta(0) = u_0 \), have left and right derivative \( (D_l \alpha, D_r \alpha, D_l \beta \) and \( D_r \beta) \) and satisfy differential inequalities
\[ D_{l,r} \alpha(t) + f(t, \alpha(t)) \leq 0, \quad D_{l,r} \beta(t) + f(t, \beta(t)) \geq 0. \]
A good account of this theory can be found in J. Szarski [294] or W. Walter [303].

The major breakthrough was due to G. Scorza Dragoni in 1931. In a
first paper [279], extended and improved in [280], this author considered the
Dirichlet boundary value problem
\[ u'' = f(t, u, u'), \quad u(a) = A, \ u(b) = B. \quad (1.2) \]
He assumed the existence of functions \( \alpha \) and \( \beta \in C^2([a, b]) \) such that
\[ \alpha(t) \leq \beta(t) \quad \text{on} \quad [a, b] \]
and
\[ \alpha''(t) + f(t, \alpha(t), y) \geq 0 \quad \text{if} \ t \in [a, b], y \leq \alpha'(t) \quad \text{(resp.} \ y \geq \alpha'(t)), \]
\[ \alpha(a) \leq A, \ \alpha(b) \leq B, \]
\[ \beta''(t) + f(t, \beta(t), y) \leq 0 \quad \text{if} \ t \in [a, b], y \geq \beta'(t) \quad \text{(resp.} \ y \leq \beta'(t)), \]
\[ \beta(a) \geq A, \ \beta(b) \geq B. \]

He then obtained existence of a solution \( u \) of (1.2) together with its local-
ization \( \alpha \leq u \leq \beta \). The regularity assumptions were that \( f \) is continuous
and bounded on
\[ E := \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \alpha(t) \leq u \leq \beta(t) \}. \quad (1.3) \]
These papers are probably the first ones that recognize explicitly the cen-
tral role of the functions \( \alpha \) and \( \beta \), which we call today lower and upper
solutions. In that sense they can be considered as founding the lower and
upper solutions method.
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A drawback of Scorza Dragoni’s approach is that it hides the difficulty assuming the existence of ordered lower and upper solutions $\alpha$ and $\beta$. Facing a practical problem there is no clue to find these functions. This motivated further work to indicate how they can be found. Constructions of lower and upper solutions appear in various proofs (see for example H. Epheser [107]). In a series of papers in 1967 and 1968, K. Akô [7, 8, 9], and later R.E. Gaines [121] and others (see also [122]), made such constructions explicit. They stated conditions that ensure that a function is a lower or an upper solution. A large part of the present book tends to answer this problem. Chapters VI to X deal with applications and show how to build in specific cases appropriate lower and upper solutions. This also follows from the whole string of examples in Chapters I to V.

Also the approach used by Scorza Dragoni to prove his results turned out to be basic. First, he introduces a modified problem
\[ u'' = \overline{f}(t, u, u'), \quad u(a) = A, \quad u(b) = B, \]
where $\overline{f}$ is bounded, equal to $f$ on $E$ and increasing for $u < \alpha(t)$ and $u > \beta(t)$. For this modified problem, he obtains then existence of a solution $u_0$. Second, he proves, using a maximum principle argument, that the differential inequalities imply that the solution $u$ of the modified problem is such that neither $u - \alpha$ can have a negative minimum nor $u - \beta$ a positive maximum on $[a, b]$. In particular, $\alpha \leq u_0 \leq \beta$ and $u_0$ solves (1.2). This method of proof has been widely used in relation with lower and upper solutions. The difficulty here is to define a modified problem so that the associated flow has the appropriate geometry. Going through this book, mainly in Chapters I and II, the reader will meet a large variety of such modified problems after which guiding lines will hopefully become apparent.

A next step is due in 1937 to M. Nagumo [223]. In this paper, the author proves the existence of at least one solution for (1.2) assuming first there exist two functions $\alpha$ and $\beta \in C^1([a, b])$ such that $\alpha < \beta$ on $[a, b]$, $\alpha'$ and $\beta'$ have left and right derivative ($D_l\alpha'$, $D_r\alpha'$, $D_l\beta'$ and $D_r\beta'$) and
\[ D_{t,r}\alpha'(t) + f(t, \alpha(t), \alpha'(t)) > 0 \quad \text{on} \quad [a, b], \]
\[ \alpha(a) \leq A, \quad \alpha(b) \leq B, \]
\[ D_{t,r}\beta'(t) + f(t, \beta(t), \beta'(t)) < 0 \quad \text{on} \quad [a, b], \]
\[ \beta(a) \geq A, \quad \beta(b) \geq B. \]
Secondly, Nagumo assumes $f : E \rightarrow \mathbb{R}$ is continuous together with the partial derivatives $\frac{\partial f}{\partial u}$, $\frac{\partial f}{\partial v}$, and satisfies what we call today a Nagumo condition.
on $E$
\[ \forall (t, u, v) \in E, \quad |f(t, u, v)| \leq \varphi(|v|) \]
for some positive continuous function $\varphi : \mathbb{R}^+ \to \mathbb{R}$ that satisfies
\[ \int_{0}^{\infty} \frac{s \, ds}{\varphi(s)} = \infty. \]

One important feature is that the differential inequalities must be satisfied along the functions $\alpha$ and $\beta$ and not, as in Scorza Dragoni’s papers, for sets of values of $u'$. Also, using functions which are not $C^2$ but rather $C^1$ with left and right second derivatives, Nagumo enlarges the class of functions to consider as lower and upper solutions. This process has been extended since then and contributes to diminish the difficulty to find such functions. At last, introducing the Nagumo condition, he generalizes earlier ideas of S. Bernstein [35] to control the derivative of the solution. Nagumo condition, as well as Bernstein one, controls the growth of $f$ as a function of the derivative and, although it is not optimal, it was quite successful due to the fact that it is both very general and simple.

In 1954, Nagumo [227] considering an elliptic problem, went back on his idea to enlarge the class of functions $\alpha$ and $\beta$ and defined \textit{quasi-subsolution} and \textit{quasi-supersolution}. These are locally maximum of a finite number of lower solutions and minimum of a finite number of upper solutions which allows them to have angles. This idea was applied in 1964 by K. Akô and T. Kusano [12]. Much later, P. Habets and M. Laloy [143] used such generalizations to deal with singular perturbation problems (see also [155, 168]). As it can be seen in Chapter X, these problems lead naturally to lower and upper solutions with angles. It is interesting to notice that the possibility to use angular functions was already mentioned by E. Picard [249] in 1893 in relation with the monotone iteration method. This idea was taken over in 1963 by H. Knobloch [189] who considered explicitly angles imposing at a finite number of points $t_i$ conditions similar to $D_l \alpha(t_i) < D_r \alpha(t_i)$ (resp. $D_l \beta(t_i) > D_r \beta(t_i)$). At such points $t_i$, the modified problem has the appropriate geometry : $u - \alpha$ cannot have a negative minimum (resp. $u - \beta$ a positive maximum). The definitions of lower and upper solutions we use takes such angles into account.

In 1938, Nagumo’s paper suggested to G. Scorza Dragoni [281] a further generalization. With respect to this paper, he weakened the continuity assumptions on $f$ assuming it is locally lipschitzian in $(u, v)$, continuous over $E$ and satisfies a Nagumo condition. He also assumed the differential
inequalities are not strict, i.e. the functions $\alpha$ and $\beta \in C^2([a, b])$ are such that

$$\alpha''(t) + f(t, \alpha(t), \alpha'(t)) \geq 0 \quad \text{on } [a, b]$$

and

$$\beta''(t) + f(t, \beta(t), \beta'(t)) \leq 0 \quad \text{on } [a, b].$$

The same year, G. Scorza Dragoni [282, 283], looking for minimal continuity assumptions on the nonlinearity $f$, considered the boundary value problem (1.2) assuming only $f$ to satisfy Carathéodory conditions. Solutions are in $W^{2,1}(a, b)$ and the notion of lower and upper solutions has to be generalized. He assumed that $\alpha, \beta \in C^1([a, b])$ and the functions

$$-\alpha'(t) + \int_a^t f(s, \alpha(s), \alpha'(s)) \, ds \quad \text{and} \quad \beta'(t) - \int_a^t f(s, \beta(s), \beta'(s)) \, ds$$

are nonincreasing on $[a, b]$. In such a case, the Nagumo condition also has to be generalized. He required that for some positive continuous functions $\varphi : \mathbb{R}^+ \to \mathbb{R}$ and $\chi \in L^1(a, b; \mathbb{R}^+)$ we have

$$\forall (t, u, v) \in E, \quad |f(t, u, v)| \leq \varphi(|v|) + \chi(t),$$

where

$$\int_0^\infty \frac{s \, ds}{\varphi(s)} = \infty$$

and

$$\left| \frac{s}{\varphi(s)} \right| < K \quad \text{except if } \chi \equiv 0.$$

Such an assumption mimics the common situation of a system driven by an autonomous force and a $L^1$-forcing. Further work on lower and upper solutions to investigate $W^{2,1}$-solutions was done by H. Epheser [107] in 1955. Since then a variety of definitions of lower and upper solutions has been proposed to deal with such solutions [172, 184, 186, 138, 143, 158, 113, 2, 148, 88]. All of these are strongly related and express basically the same geometry of the vector field. In practice, there is no obvious reason to choose one rather than the other. Our choice (see [84, 86, 87, 88, 90, 91]) tends to be general enough for applications and simple enough to model the geometric intuition built into the concept.
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2 Other boundary value problems

Working a contraction method, it was noticed by A. Rosenblatt in 1933 [261] that Dirichlet problems can be studied for more singular nonlinearities than Carathéodory functions. Roughly, it is sufficient for the nonlinearity to be bounded on bounded sets by a positive function $h$ so that

$$(s - a)(b - s)h(s) \in L^1(a, b).$$

This allows some non-$L^1$ singularities near the boundary points $a$ and $b$. In 1953, G. Prodi [255] used lower and upper solutions to work a parabolic problem with such singularities. Further works were done in 1968 by I.T. Kiguradze [184] (see also [152, 153, 86]). Extensions to derivative dependent problems were done in I.T. Kiguradze [184], I.T. Kiguradze and B.L. Shekhter [186] and C. De Coster [85]. These problems are described in Section II-4.

Boundary conditions such as $a_1 u(a) + a_2 u'(a) = 0$ were already considered in 1954 for singular perturbation problem by N.I. Briš [46]. This author used a shooting method together with lower and upper solutions for an associated Cauchy problem. In 1955, H. Epheser [107] developed a direct lower and upper solutions method for problems with mixed boundary conditions $u(a) = 0$, $u'(b) = 0$.

Due to the difficulty to find an appropriate equivalent fixed point problem, the periodic problem and the Neumann problem were studied quite late. In 1963, H. Knobloch [189] considered the periodic problem and uses constant lower and upper solutions. The very same year, in [190], he extended his ideas and worked out the lower and upper solution method for problems with mixed boundary conditions $u(a) = 0$, $u'(b) = 0$.

In 1970, K. Schmitt [270] considered the general separated BVP

$$u'' = f(t, u, u'),$$
$$a_1 u(a) - a_2 u'(a) = A_0,$$
$$b_1 u(b) + b_2 u'(b) = B_0,$$

assuming $a_1 + a_2 > 0$, $a_i \geq 0$, $b_1 + b_2 > 0$, $b_i \geq 0$. This contains both the Dirichlet and the Neumann problem. General nonlinear boundary conditions containing the case $a_2 \geq 0$, $a_1^2 + a_2^2 > 0$, $b_2 \geq 0$, $b_1^2 + b_2^2 > 0$ were considered by L. Erbe [108]. J.W. Heidel [156] gave a more direct proof together with examples proving the above sign conditions cannot be omitted.
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The study of the elliptic problem started much later. In 1954, M. Nagumo [227] considered the problem

\[ \Delta u + f(x,u,\nabla u) = 0, \quad \text{in } \Omega, \]
\[ u = 0, \quad \text{on } \partial \Omega, \]

assuming \( \alpha \) and \( \beta \) \( \in C^2(\Omega) \), \( f \) Hölder continuous such that

\[ |f(x,u,v)| \leq B\|v\|^2 + C, \]

but with the restriction

\[ 16MB < 1, \quad \text{where } M = \max\{\|\alpha\|_\infty, \|\beta\|_\infty\}. \]

Several authors such as K. Akô [5] extended this result but it seems that we have to wait for F. Tomi [298] in 1969 to obtain the result removing completely the restriction \( 16MB < 1 \). In [227], M. Nagumo observed that the result is false if \( f \) has a superquadratic growth in \( v \).

A second setting consists of considering weak solutions of the problem. This was first developed by P. Hess [158] and J. Deuel and P. Hess [104] in 1974-1976 (see also G. Stampacchia [291]). The extension of Tomi’s result in the weak solution framework seems to be due to L. Boccardo, F. Murat and J.P. Puel [38, 39] in 1983.

\( W^{2,p} \)-solutions were less studied. We refer to [144] and [92] for such results.

Chapter I considers the periodic problem and Chapter II deals with the separated boundary conditions.

3 Maximal and minimal solution

Non-uniqueness of solutions induced the problem of finding one of them larger than any other between the lower and upper solutions, \( \alpha \) and \( \beta \). Similarly, it is reasonable to look for a solution smaller than any other one. Such solutions are called maximal and minimal solutions. For first order ODE, existence of such extremal solutions were already studied in 1885 by G. Peano [243] and in 1915 by O. Perron [245]. They considered the Cauchy problem

\[ u' = f(t,u), \quad u(t_0) = u_0, \]

with \( f \) continuous, assumed the existence of lower and upper solutions, i.e. continuous functions \( \alpha \) and \( \beta \) with left and right derivatives so that
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\( \alpha(0) = u_0, \beta(0) = u_0, \alpha \leq \beta \) and

\[
D_{t,r} \alpha(t) \leq f(t, \alpha(t)), \quad D_{t,r} \beta(t) \geq f(t, \beta(t)).
\]

They showed then the existence of a solution between \( \alpha \) and \( \beta \) and defined

\[
\begin{align*}
u_{\text{max}} &= \sup \{ u_i \mid u_i \text{ is a lower solution with } \alpha \leq u_i \leq \beta \}, \\
u_{\text{min}} &= \inf \{ u_i \mid u_i \text{ is an upper solution with } \alpha \leq u_i \leq \beta \}.
\end{align*}
\]

At last, they proved that, according to their definitions, the maximum of two lower solutions is a lower solution, \( u_{\text{max}} \) and \( u_{\text{min}} \) are solutions and every solution between \( \alpha \) and \( \beta \) is between \( u_{\text{min}} \) and \( u_{\text{max}} \). The formulation of G. Peano is slightly different but the idea is the same. In a second work [246] in 1923, O. Perron developed similar results for the Laplace problem.

In 1954, T. Satô [265] studied this problem for nonlinear boundary value problems. He considered a nonlinear elliptic problem but assumed some monotonicity assumption on \( f \). An abstract formulation of these results can be found in A. Tarski [296] and A. Pelczar [244]. T. Satô [266] completed his result proving that, in case the maximal and minimal solutions are not equal, a continuum of solutions takes place (see also I. Hirai and K. Akô [162]).

The idea of Perron that the maximal solution can be obtained without extra monotonicity assumption as the supremum of the lower solutions, was used by W. Mlak [220] in 1960 for the parabolic problem and independently by K. Akô [5] in 1961 for an elliptic problem. In 1963, W. Mlak [221] gave an example for the parabolic case where the minimal solution and the maximal solutions are distinct.

4 Nagumo condition

To deal with derivative dependent nonlinearities, it turns out we need \( C^1 \)-estimates on the solutions of the modified problem. In the method of lower and upper solutions, we know such a solution lies between \( \alpha \) and \( \beta \), i.e. it already satisfies a \( C^0 \)-bound. The idea to extend it into a \( C^1 \)-bound begins with S. Bernstein [35]. He considered the case where \( f \) is continuous and satisfies the growth condition

\[
|f(t, u, v)| \leq A + Bv^2.
\]
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4. Nagumo condition

He proved then that given $r > 0$ there exists $R > 0$ such that any solution $u$ of

$$u'' = f(t, u, u')$$
on $[a, b]$ with $\|u\|_\infty \leq r$ satisfies the a-priori bound

$$\|u'\|_\infty \leq R.$$ 

As we already noticed it, in 1937, M. Nagumo [223] generalized these ideas introducing the so-called Nagumo condition

$$\forall(t, u, v) \in E, \quad |f(t, u, v)| \leq \varphi(|v|),$$

where $\varphi : \mathbb{R}^+ \to \mathbb{R}$ is some positive continuous function such that

$$\int_0^\infty \frac{s \, ds}{\varphi(s)} = \infty.$$ 

He then applied his result to the Dirichlet problem. K. Akô [7] observed that the condition

$$\int_r^\infty \frac{s \, ds}{\varphi(s)} > \max_t \beta(t) - \min_t \alpha(t),$$

where $r = \max\{\frac{\beta(b) - \alpha(a)}{b - a}, \frac{\beta(c) - \alpha(b)}{c - a}\}$, was enough to obtain a $C^1$-bound. Some authors also used a simplification of Nagumo condition

$$\lim_{s \to \infty} \frac{s^2}{\varphi(s)} = +\infty$$

which turns out to be useful to deal with vector problems (see J. Mawhin [208] or P. Habets and K. Schmitt [150]). For the elliptic equation, we have to wait for F. Tomi [298] in 1969 to have a proof of the existence of a solution in presence of well ordered lower and upper solutions together with the Bernstein condition.

K.W. Schrader [275] in 1968 (see also H.W. Knobloch [190]), observed that in some cases the Nagumo condition can be restricted to be one-sided. For example, for the Dirichlet problem, he proved that we can assume only

$$\forall(t, u, v) \in E, \quad \text{sgn}(v)f(t, u, v) \leq \bar{\varphi}(|v|),$$

provided $\alpha(a) = \beta(a)$. Related results can already be found in H. Epheser [107] in 1955 and in I.T. Kiguradze [182] in 1967 (see also [184]).
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In his 1967 paper [182], I.T. Kiguradze extended the Nagumo condition so as to deal with $W^{2,1}$-solutions. In this paper the nonlinearity is controlled by a condition

$$\forall (t, u, v) \in E, \quad |f(t, u, v)| \leq \psi(t) \varphi(|v|),$$

where $\varphi \in C(\mathbb{R}^+, \mathbb{R}_0^+)$ and $\psi \in L^p(a, b)$ satisfy

$$\int_0^\infty \frac{s^{1/q}}{\varphi(s)} \, ds > \|\psi\|_{L^p}\left(\max_t \beta(t) - \min_t \alpha(t)\right)^{1/q}.$$

Such a condition gives the desired $C^1$-bound and is general enough to allow cases where the solutions are in $W^{2,1}(a, b)$ but not in $C^2([a, b])$.

In case the nonlinearity $f$ is independent of $u'$, existence of a solution follows from the existence of ordered lower and upper solutions alone. Also, if the nonlinearity $f$ depends on $u'$, it is easy to see that the Nagumo condition is not necessary. However, it was not clear whether the existence of ordered lower and upper solutions alone was not sufficient to ensure existence of solutions. In 1954, M. Nagumo [227] gave an example of a Dirichlet problem which has no solution although ordered lower and upper solutions can be found. Examples for other boundary value problems such as the periodic problem are more difficult to find since we know that the result is valid with only one of the one-sided Nagumo condition. Such examples were given much later in [147].

In 1941, M. Nagumo [225] replace the Nagumo condition by the more geometric condition of bounding functions (a related notion already appears in G. Scorza-Dragoni paper [278] concerning first order systems). These are functions $\Omega_1(t, u) \leq \Omega_2(t, u)$ such that the vector field points one way along each of the curves

$$u' = \Omega_1(t, u) \quad \text{and} \quad u' = \Omega_2(t, u).$$

It follows then under additional assumptions that these functions bound the derivative $u'$ of the solutions, i.e.

$$\Omega_1(t, u(t)) \leq u'(t) \leq \Omega_2(t, u(t)).$$

In the same paper, Nagumo made clear how bounding functions can be deduced from one-sided Nagumo conditions which relates these conditions to the geometry of the flow.
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This idea can be further developed assuming the vector field points one way along the curve \( u' = \Omega_i(t, u) \) if \( u < \mu_i(t) \) and the other way if \( u > \mu_i(t) \). The curves \( u = \mu_i(t) \), which are called *diagonals*, were introduced by H. Okamura in 1941 [232] (see also L. Tonelli [299]). These were used by H. Epheser [107] in a particular case and were developed in full generality by F.Z. Sadyrbaev [263]. A combined use of bounding functions and diagonals can be found in C. Fabry and P. Habets [113].

An alternative to the Nagumo condition is to assume some global existence of the solutions, i.e. every solution \( u \) of

\[
    u'' = f(t, u, u'),
\]

such that \( \alpha(t) \leq u(t) \leq \beta(t) \) on its maximal interval of existence, exists on the whole interval \([a, b]\). Such an approach has been used in 1969 by K.W. Schrader [276] and later by J.W. Heidel [156].

5 Degree theory

The idea to associate a degree to a pair of lower and upper solutions goes back to H. Amann [14, 15] in 1972 (see also [66]). He uses additional assumptions such as a one-sided Lipschitz condition on the nonlinearity. An alternative is to define strict lower and upper solutions. The easiest approach assumes the inequalities satisfied by the lower and upper solutions are strict. In this book we use a more refined definition (see Sections III-1.1 and III-2.1). Basically, a lower solution \( \alpha \) is strict if any solution \( u \) of the boundary value problem such that \( u \geq \alpha \) verifies \( u > \alpha \). Such concepts appear in [92].

The relation with degree theory produced new proofs and further improvements of known results such as multiplicity results. For example in 1972, H. Amann [15] gave a simple degree theoretic proof of the Three Solutions Theorem. This theorem proves existence of three solutions in case there are two pairs of lower and upper solutions with appropriate ordering. Such a result goes back to Y.S. Kolesov [193] in 1970 and was extended by H. Amann [13] in 1971. For derivative dependent equations, this Three Solutions Theorem was studied by H. Amann [16] without degree theory and later by H. Amann and M. Crandall [20] using degree arguments. Extensions of the order relations between the two pairs of lower and upper solutions were worked out by Bongsoo Ko [191].
A second type of multiplicity result can be obtained in case we have a well-ordered pair of lower and upper solutions, i.e. $\alpha \leq \beta$, and an a priori bound on the upper solutions. This idea goes back to K.J. Brown and H. Budin [47]. A more precise study of it can be found for the Dirichlet $p$-Laplacian and $f$ independent of $u'$ in C. De Coster [83].

Until recently, this kind of results was only made for continuous nonlinearities $f$. Since 1994, several authors [83, 86, 144, 87, 31], studied various Dirichlet problem with $f$ independent of $u'$ and satisfying Carathéodory conditions. A study of the derivative dependent case for a Rayleigh equation can be found in [151], for the Liénard equation in [41] and for the general case in [90, 91]. The elliptic case can be found in [144] and [92].

The two first paragraphs of Chapter III concern the relation between lower and upper solutions and degree theory for both the periodic and the Dirichlet problems. In each of these sections, we present as applications some multiplicity results in the line of the Three Solutions Theorem and of the Brown-Budin Theorem.

6 Non well-ordered lower and upper solutions

In 1972, D.H. Sattinger [267] presented as an open problem the question of existence of a solution for the problem

$$-\Delta u = f(x, u) \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega, \quad (6.1)$$

in presence of lower and upper solutions which do not satisfy the ordering relation $\alpha \leq \beta$.

In 1976, H. Amann [17] gave a counter-example of the type

$$-\Delta u = \lambda_k u + \varphi_k(x) \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega,$$

where $\lambda_k$ denotes the $k$-th eigenvalue of the problem and $\varphi_k$ the corresponding eigenfunction. For $k \geq 2$ this problem has no solution although $\alpha(x) = K \varphi_1(x)$ and $\beta(x) = -K \varphi_1(x)$ are lower and upper solution for $K > 0$ large enough.

A first important contribution to this question was given by H. Amann, A. Ambrosetti and G. Mancini [19] in 1978 who considered the problem

$$-\Delta u = f(x, u, \nabla u) \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega,$$
under the assumption
\[
\sup_{\Omega \times \mathbb{R} \times \mathbb{R}^n} |f(x, u, \nabla u) - \lambda_1 u| < \infty.
\]
This assumption implies that for large values of \( u \) the slope \( \frac{f(x, u, \nabla u)}{u} \) remains
near the first eigenvalue which means that the only possible resonance is at
the first eigenvalue.

Various assumptions to rule out resonance with any eigenvalue but the
first one have been worked out by several authors for different boundary
value problems. In 1991, J.P. Gossez and P. Omari [129] (see also
[116, 117, 146, 130, 132, 237]) considered a nonlinearity \( f(u) \) for a periodic or a Neumann problem. They assumed there exist constant lower and upper solutions and gave a condition on \( F(u) = \int_0^u f(s) \, ds \) to keep away
from the second eigenvalue. Related results were already obtained by P. Omari [234] in 1988. Notice that because of the inequalities to satisfy at the
boundary points, the use of non-well-ordered constant lower and upper solutions rules out the possibility to deal with the Dirichlet problem. In 1994, J.P. Gossez and P. Omari [131] considered the elliptic Dirichlet problem with a nonlinearity \( f(x, u) \). They assumed existence of non-ordered lower and upper solutions \( \alpha \) and \( \beta \) and that, as \( |u| \) goes to infinity, the slope \( \frac{f(x, u)}{u} \) becomes larger or equal than the first eigenvalue. To avoid resonance, they also assumed the slope \( \frac{f(x, u)}{u} \) keeps away from the second eigenvalue, i.e. is upper bounded by a function \( \gamma(x) \lesssim \lambda_2 \). This result has been improved by
P. Habets and P. Omari [144] who supposed that \( \alpha > \beta \) but only needed
the slope \( \frac{f(x, u)}{u} \) to be lower bounded. Further they gave a localization in-
formation which is that the solution has to be once over \( \beta \) and once below \( \alpha \), i.e. as \( \alpha > \beta \) once between these two functions. Further works replaced
the non-resonance with the second eigenvalue by a non-resonance with the
second Fučík curve (see [129, 132, 144]).

In 1998, C. De Coster and M. Henrard [92] stated a general theorem
which provides a solution in case there exists lower and upper solutions
without order. It also provides the same localization than in [144]. These
authors gave an elegant proof using the Three Solution Theorem. Other
results in this direction for the parabolic case and the periodic ODE can be
found in [93], [259] and [94].

Another type of results is far older and concerns lower and upper so-
lutions in the reverse order, \( \alpha \geq \beta \). For the periodic and the Neumann
problem, existence of a solution can be obtained between the lower and up-
er solutions. This is essentially due to the fact that for these problems
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an uniform anti-maximum principle holds. We find already a contribution
in this direction in 1965 with the paper of A.Ya. Khokhryakov and B.M.
Arkhipov [181]. We refer also to Y.S. Kolesov [192] and K. Schmitt [271].
This has been revisited by P. Omari and M. Trombetta [235] for the periodic
problem and A. Cabada and L. Sanchez [52] for the Neumann problem (see
Section III-3.5).

Non ordered lower and upper solutions are considered in Section III-3.

7 Variational Methods

It is well-known that solutions of conservative boundary value problems can
be obtained as stationary points of an associated functional. Existence of
lower and upper solutions imposes geometrical properties on this functional.
This relates variational methods with lower and upper solutions and gives
rise to new results.

In 1983 K.C. Chang [57, 58] and in 1984 D.G. de Figueiredo and S.
Solimini [101] noticed independently that, for an elliptic problem, between
well-ordered lower and upper solutions the related functional has a mini-
mum. In the particular case of the ODE Dirichlet problem, the functional

\[ \phi : H^1_0(a, b) \to \mathbb{R} \]

is such that for some \( u_0 \in H^1_0(a, b) \) with \( \alpha \leq u_0 \leq \beta \),

\[ \phi(u_0) = \min_{v \in H^1_0(a, b), \alpha \leq v \leq \beta} \phi(v). \]

Further \( u_0 \) is a solution of the Dirichlet problem. Such a result can be used
to obtain a second solution \( u_1 \) of a problem which has a known solution \( u_0 \)
between \( \alpha \) and \( \beta \) provided

\[ \phi(u_0) > \min_{v \in H^1_0(a, b), \alpha \leq v \leq \beta} \phi(v). \]

K.C. Chang [57, 58] as well as D.G. de Figueiredo and S. Solimini [101]
noticed that under appropriate conditions, the minimum \( u_0 \) obtained be-
tween strict lower and upper solutions is valid in the \( H^1 \)-topology. For
example, considering the Dirichlet problem, there exists some \( r > 0 \) such that

\[ \phi(u_0) = \min_{v \in H^1_0(a, b), \|v - u_0\|_{H^1} \leq r} \phi(v). \]
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This remark is essential to use variational methods such as a Mountain Pass Theorem whose natural framework uses a local minimum of the functional in the $H^1$-topology. This was pointed out and extended by H. Brezis and L. Nirenberg [44].

A fundamental step was due to K.C. Chang [57, 58] and further developed by Z. Liu and J. Sun [202, 203]. They worked a minimax method and to this end considered the minus gradient flow defined by the Cauchy problem

$$\frac{d}{dt} u = -\nabla \phi(u), \quad u(0) = u_0.$$ 

In the one-dimensional case, their approach amounts to consider this flow in $C^1_0([a, b])$ so that the cones

$$C_\alpha = \{ u \in C^1_0([a, b]) \mid \exists \epsilon > 0, \ u \geq \alpha + \epsilon \sin \frac{t-a}{b-a} \pi \}$$

and

$$C_\beta = \{ u \in C^1_0([a, b]) \mid \exists \epsilon > 0, \ u \leq \beta - \epsilon \sin \frac{t-a}{b-a} \pi \},$$

are positively invariant and with non-empty interior. This remark turned out to be essential to realize that non-ordered lower and upper solutions impose a mountain pass geometry. Various situations involving ordered and non-ordered lower and upper solutions were worked out in [28, 59, 81, 163, 199, 91]. Some of them are presented in Section IV-3 for an ODE problem. A slightly different point of view was used by M. Conti, L. Merizzi and S. Terracini [73] who worked with flows in $H^1_0$. This framework is more natural for variational methods but with this topology, the interior of the cones $C_\alpha$ and $C_\beta$ are empty which complicates the analysis.

A quite different use of variational methods was introduced by E. Serra and M. Tarallo [286, 287] in 1998. Given a functional $\phi$, these authors considered the real function

$$\varphi(\xi) = \min_{\bar{u}=\xi} \phi(u).$$

They noticed then that in case $\varphi$ is not monotone, we have a pair of weak lower and upper solutions but without order relation. Applications to boundary value problems follow then. This idea was developed in C. De Coster and M. Tarallo [94] and can be found in Section IV-4. At last, let us mention that some traces of this approach can be found in A. Castro [55].

The use of the variational method to build lower and upper solutions appears in various problems. Chapter VIII presents such examples.
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8 Monotone Methods

As we already mentioned it, monotone iterative methods based on lower and upper solutions go back to E. Picard’s work on boundary value problems such as

\[ u'' + f(t, u) = 0, \quad u(a) = 0, \quad u(b) = 0. \]  \hfill (8.1)

In case \( f(t, \cdot) \) is increasing, he proved in 1893 [249] the existence of a solution using an increasing sequence of lower solutions defined from the iteration scheme

\[-\alpha''_n = f(t, \alpha_{n-1}), \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0,\]

and converging to the solution. In 1890, he worked the case where \( f(t, \cdot) \) is decreasing [248] (see also [252, 253]). To this end he used sequences \((\alpha_n)_n\) and \((\beta_n)_n\) defined from the problems

\[ \beta''_n + f(t, \alpha_{n-1}) = 0, \quad \beta_n(a) = 0, \quad \beta_n(b) = 0, \]
\[ \alpha''_n + f(t, \beta_{n-1}) = 0, \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0. \]

Here \( \alpha_n \leq \beta_n \), \((\alpha_n)_n\) is increasing, \((\beta_n)_n\) is decreasing and the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) converge to functions \( u \) et \( v \geq u \) which bound a solution. He gave an example where these bounds are different [250, 251] and also worked conditions that imply these bounds are equal and hence solutions of (8.1).

Following S.A. Chaplygin’s work in 1935 [61], the Russian school developed the method. In 1954, B.N. Babkin [25] considered the problem (8.1) assuming the function \( f(t, u) + Ku \) is increasing in \( u \) for some \( K > 0 \). Taking as first approximations some lower and upper solutions \( \alpha_0 \) and \( \beta_0 \geq \alpha_0 \), he defined monotone sequences of approximations from

\[ -\alpha''_n + K\alpha_n = f(t, \alpha_{n-1}) + K\alpha_{n-1}, \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0, \]
\[ -\beta''_n + K\beta_n = f(t, \beta_{n-1}) + K\beta_{n-1}, \quad \beta_n(a) = 0, \quad \beta_n(b) = 0. \]

Each of these sequences converges to a solution of (8.1) which, under his assumptions on \( f(t, u) \), is unique.

In 1958 S. Slugin [290] and in 1960 W. Mlak [220] noticed that under weaker assumptions the solutions are not unique but that the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) converge to extremal solutions.

One important step is due to L. Kantorovich [174] in 1939. He observed that the first approximation scheme, used for the Cauchy problem
as well as for other boundary value problems, has a common structure related to positive operators. He then developed an abstract formulation of the method. This was further developed by M.A. Krasnosel’skii [194], M.A. Krasnosel’skii, G.M. Vainikko, P.P. Zabreiko, Ya.B. Rutitskii and V.Ya. Stetsenko [195], H. Amann [15, 17] and E. Zeidler [308].

Independently of the Russian school, R. Courant and D. Hilbert [76] proposed in 1962 a monotone iterative scheme similar to Babkin’s one. The main problem was to find appropriate conditions on the function \( f \) to apply the method. In [71], Cohen obtained a maximizing sequence assuming the nonlinearity \( f \) is increasing, strictly concave. In 1968, L.F. Shampine [288] (see also L.F. Shampine and G.M. Wing [289]) introduced a one-sided Lipschitz condition.

\[
\begin{align*}
  f(x, v) - f(x, u) &\leq k(x)(u - v) \quad \text{if } u \geq v.
\end{align*}
\]

This condition unifies R. Courant and D. Hilbert [76], H.B. Keller and D.S. Cohen [71] and S.V. Parter [242] approaches.

In 1974, H. Amann [13] generalized the one-sided Lipschitz condition imposing a Hölder condition on \( f \). This is a particular case of the condition used in 1960 by W. Mlak [220] for a parabolic problem. On the other side, in 1978, C.A. Stuart [292] assumed that \( f \) is of bounded variations on compact intervals which implies \( f = g - h \), where \( g \) and \( h \) are increasing functions. This assumption was also used in 1992 by S. Carl [54]. In such a case, the approximation sequences are obtained from the non-linear problems

\[
\begin{align*}
  -\alpha_n'' + h(t, \alpha_n) &= g(t, \alpha_{n-1}), \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0, \\
  -\beta_n'' + h(t, \beta_n) &= g(t, \beta_{n-1}), \quad \beta_n(a) = 0, \quad \beta_n(b) = 0.
\end{align*}
\]

In general, solutions cannot be made explicit which reduces considerably the interest of the approach.

The study of the monotone iterative methods for nonlinearities depending on the derivative was initiated in 1964 by G.V. Gendzhoyan [126] who considered the problem

\[
\begin{align*}
  u'' + f(t, u, u') &= 0, \quad u(a) = 0, \quad u(b) = 0.
\end{align*}
\]

Using lower and upper solutions \( \alpha_0 \) and \( \beta_0 \geq \alpha_0 \) as first approximations, he defined sequences of approximations \( (\alpha_n) \) and \( (\beta_n) \) as solutions of

\[
\begin{align*}
  -\alpha_n'' + l(t)\alpha_n' + k(t)\alpha_n &= f(t, \alpha_{n-1}, \alpha_{n-1}'') + l(t)\alpha_{n-1}' + k(t)\alpha_{n-1}, \\
  \alpha_n(a) &= 0, \quad \alpha_n(b) = 0, \\
  -\beta_n'' + l(t)\beta_n' + k(t)\beta_n &= f(t, \beta_{n-1}, \beta_{n-1}'') + l(t)\beta_{n-1}' + k(t)\beta_{n-1}, \\
  \beta_n(a) &= 0, \quad \beta_n(b) = 0.
\end{align*}
\]
where $k(t)$ and $l(t)$ are functions related to the assumptions on $f$. Here also, the convergence is monotone and gives approximations of the solution (which is unique under his assumptions) together with some error bounds.

Another approach to deal with derivative dependent problems was used in S.R. Bernfeld and J. Chandra [34]. For the Dirichlet problem, these authors defined monotone sequences of approximations from

\[-\alpha''_n + K\alpha_n = f(t, \alpha_{n-1}, \alpha'_n) + K\alpha_{n-1}, \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0,\]

\[-\beta''_n + K\beta_n = f(t, \beta_{n-1}, \beta'_n) + K\beta_{n-1}, \quad \beta_n(a) = 0, \quad \beta_n(b) = 0.\]

Such a scheme which can be used for other problems imposes to solve nonlinear boundary value problems which makes the method implicit.

An alternative was proposed by P. Omari [233] in 1986 who assumed $f(t, u, u')$ to be one-sided Lipschitz in $u$ and Lipschitz in $u'$. For the Dirichlet problem, the author considered the iterative process defined from the piecewise linear problems

\[-\alpha''_n - L|\alpha'_{n-1} - \alpha'_n| - K\alpha_n = f(t, \alpha_{n-1}, \alpha'_n) - K\alpha_{n-1}, \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0,\]

\[-\beta''_n + L|\beta'_{n-1} - \beta'_n| - K\beta_n = f(t, \beta_{n-1}, \beta'_n) - K\beta_{n-1}, \quad \beta_n(a) = 0, \quad \beta_n(b) = 0.\]

He considered in the same way periodic and Neumann problems.

The monotone iterative method was also developed in case the lower and upper solutions appear in the reversed order i.e. $\alpha \geq \beta$. A first contribution is due to P. Omari and M. Trombetta [235] in 1992. They consider in particular the periodic problem

\[-u'' + cu' + f(t, u) = 0, \quad u(a) = u(b), \quad u'(a) = u'(b),\]

and prove the convergence of approximations $(\alpha_n)_n$ and $(\beta_n)_n$ defined by

\[-\alpha''_n + c\alpha'_n + K\alpha_n = -f(t, \alpha_{n-1}) + K\alpha_{n-1}, \quad \alpha_n(a) = \alpha_n(b), \quad \alpha'_n(a) = \alpha'_n(b),\]

\[-\beta''_n + c\beta'_n + K\beta_n = -f(t, \beta_{n-1}) + K\beta_{n-1}, \quad \beta_n(a) = \beta_n(b), \quad \beta'_n(a) = \beta'_n(b).\]

The key assumptions are that the function $f(t, u) - Ku$ is nondecreasing in $u$ for some $K < 0$ and that this $K$ is such that the operator $-u'' + cu' + Ku$
9. Applications

is inverse negative on the space of periodic functions, i.e. that an anti-
maximum principle holds. Analogous results for the Neumann problem were
obtained by A. Cabada and L. Sanchez [52]. We also refer to [51] for other
results in this direction. In case \( f \) depends nonlinearly on \( u' \), we can quote
A. Bellen [30] for the periodic problem, A. Cabada, P. Habets and S. Lois
[50] for the Neumann BVP and M. Cherpion, C. De Coster and P. Habets
[64] for both problems.

Chapter V gives an account of the principal results using monotone meth-
ods together with lower and upper solutions.

The second iterative scheme introduced by E. Picard

\begin{align*}
\beta_n'' + f(t, \alpha_{n-1}) &= 0, & \beta_n(a) &= 0, & \beta_n(b) &= 0, \\
\alpha_n'' + f(t, \beta_n) &= 0, & \alpha_n(a) &= 0, & \alpha_n(b) &= 0,
\end{align*}

was further developed. In 1959, L. Collatz and J. Schröder [72] gave an
abstract formulation of this process. In 1960, J. Schröder [277] showed that
it can be reduced to the first one

\begin{align*}
u_n'' + F(t, u_{n-1}) &= 0, & u_n(a) &= 0, & u_n(b) &= 0,
\end{align*}

where \( u_n(t) \in \mathbb{R}^2 \). Further works can be found in [305, 178, 284, 139, 140,
180, 302, 133]. Section V-4 describes results obtained on this second scheme
by M. Cherpion, C. De Coster and P. Habets [63].

9 Applications

The lower and upper solutions method has been used in relation with several
problems of the theory of boundary value problems. Chapters VI to X of
this book present a selection of them.

Chapter VI concerns mainly Ambrosetti-Prodi problems. In 1972, these
authors [24] considered the problem

\[ \Delta u + f(u) = h(x) \quad \text{in} \ \Omega, \quad u = 0 \quad \text{on} \ \partial \Omega, \]
and proved that under appropriate conditions on \( f \) there is a manifold \( M \)
which separates the space \( C^{0,\alpha}(\Omega) \) in two regions \( O_0 \) and \( O_2 \) such that
the above problem has zero, exactly one or exactly two solutions according to
\( h \in O_0 \), \( h \in M \) or \( h \in O_2 \). In 1975, M.S. Berger and E. Podolak [33] used
the decomposition of \( h \) in terms of the first eigenfunction \( \varphi \), i.e. \( h(x) = \)
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sϕ(x) + ˜h(x), where \(\int_{\Omega} ˜h(x)ϕ(x)\,dx = 0\). They characterize the manifold \(M\) to be of the type \(M = \{sϕ + ˜h \mid s = s_0\}\) for some \(s_0 = s_0(˜h)\). The same year, J.L. Kazdan and F.W. Warner [176] used the lower and upper solutions method to study this problem but they were only able to prove the existence of one solution if \(h \in O_2\). The multiplicity result combining lower and upper solutions technique with degree theory was only obtained independently in 1978 by E.N. Dancer [80] and in 1979 by H. Amann and P. Hess [21]. The corresponding ODE problem

\[ u'' + u + f(t, u) = sϕ(t), \quad u(0) = 0, \quad u(\pi) = 0, \]

where \(ϕ(t) = \sin t\) is the first eigenfunction, was studied by R. Chiappinelli, J. Mawhin and R. Nugari [65]. They weakened the assumptions but were only able to localize the set \(M\) within \(\{sϕ + ˜h \mid s \in [s_0, s_1]\}\). On the other hand, J.L. Kazdan and F.W. Warner noticed that their result still holds if the function \(h\) is decomposed using a positive function \(ϕ\) rather than an eigenfunction. In order to better understand the relation between these two decompositions of the forcing \(h\), C. De Coster and P. Habets [87] studied an ODE problem with two parameters, i.e. where \(h(t) = r + s \sin t + ˜h(t)\). This is presented in Section VI-3. Similar results were obtained by C. Fabry, J. Mawhin and M.N. Nkashama [114] for periodic solutions of the one parameter equation

\[ u'' + f(t, u, u') = s, \]

with application to the Liénard equation. Periodic solutions of the Rayleigh equation can be found in P. Habets and P. Torres [151]. Both these papers combine degree theory and lower and upper solutions. Sections VI-1 and VI-2 concern these problems.

Some first important results concerning non-resonance problems are due to C.L. Dolph [105] and concerning resonance problems to E.M. Landesman and A.C. Lazer [197] who introduced the so-called Landesman-Lazer conditions. Here, a boundary value problem associated to the equation

\[ u'' + f(t, u) = h(t), \]

is said to be non-resonant in case it has a solution for every \(h\) and resonant if existence only holds for some \(h\). The use of lower and upper solutions can be useful to treat such kind of situations when the nonlinearity interacts with the first eigenvalue. This is the subject of Chapter VII. The idea to use lower and upper solutions to treat such kind of problems seems to go back
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9. Applications

to J.L. Kazdan and F.W. Warner [176] in 1975 for the results on the left of the first eigenvalue. Extensions to problems with nonlinearities between the two first eigenvalues were considered mainly by J.P. Gossez and P. Omari [131] and P. Habets and P. Omari [144] with the help of non-ordered lower and upper solutions.

In Sections VII-1 and VII-3 we present different kinds of non-resonance conditions at the left of the first eigenvalue and between the two first ones. Sections VII-2 and VII-4 are devoted to resonance conditions closely related to the so-called Landesman-Lazer conditions at the left of the first eigenvalue and between the first two eigenvalues for the periodic and the Dirichlet problems. Extensions to derivative dependent Dirichlet problems are presented in Section VII-7.

In Section VII-5 we present further resonance results where the Landesman-Lazer conditions fail. These are sign conditions as introduced by D.G. de Figueiredo and W.N. Ni [100] and what is now called strong resonance condition, i.e. situations where \( f(t, u) \) tends to 0 at \( \pm \infty \) but not too quickly. A first important contribution on this kind of problems was obtained by A. Ambrosetti and G. Mancini [23] although some previous steps are due to J.L. Kazdan and F.W. Warner [176]. Other results, including the so-called Ahmad, Lazer and Paul condition as introduced by these authors in [4], have already been considered in Section IV-4.

The situation is quite different if we consider nonlinearities depending only on the derivative such as

\[
\begin{align*}
  u'' + u + g(u') &= p(t), \\
  u(0) &= 0, \quad u(\pi) = 0.
\end{align*}
\]

In that case the Landesman-Lazer condition does not apply. A first systematic study of these problems appears in A. Cañada and P. Drábek [53] for Dirichlet, Neumann and periodic problems. This was followed by P. Habets and L. Sanchez [149] for the Dirichlet problem and by J. Mawhin [215] for the Neumann and the periodic problems. Some of these results are presented in Section VI-4.

Section VII-6 presents the use of lower and upper solutions to deal with some Fredholm alternative problems associated with Fučík spectrum. These were introduced by L. Aguinaldo and K. Schmitt [3] using other methods. In this section we work also problems with monotonicity assumptions.

The problem of finding positive solutions of the boundary value problem

\[
\begin{align*}
  u'' + f(t, u) &= 0, \quad u(a) = 0, \quad u(b) = 0,
\end{align*}
\]
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is considered in Chapter VIII. This has been widely studied, see for example P.L. Lions [200], D.G. de Figueiredo [95, 96], L.H. Erbe, S. Hu and H. Wang [109], L.H. Erbe and H. Wang [110] and the references therein. The most studied case assumes $\alpha(t) \equiv 0$ is a lower solution. A necessary condition to obtain positive solutions of (9.1) is that $f(t, u)/u$ crosses the first eigenvalue for $u$ going from 0 to $+\infty$. This gives us four typical situations:
(a) The sublinear problem where $f(t, u)/u$ is above the first eigenvalue in 0 and below it at $+\infty$. This is classically considered by lower and upper solutions as in D.G. de Figueiredo [95], D.G. Costa and J.V.A. Goncalves [75]. Preliminaries ideas can already be found in the work of E. Picard [249].
(b) The superlinear case, where $f(t, u)/u$ is below the first eigenvalue in 0 and above it at $+\infty$, is generally considered using other methods (see [45, 200, 95, 96, 230, 110]). The treatment by lower and upper solutions can be found in K. Ben-Naoum and C. De Coster [31]. The main difficulty is that in this case the natural lower and upper solutions are in the reversed order.
(c) The sub-superlinear case, where $f(t, u)/u$ is above the first eigenvalue in 0 and at $+\infty$, and the super-sublinear case, where $f(t, u)/u$ is below the first eigenvalue in 0 and at $+\infty$, give raise to multiplicity results. In these cases we need an additional condition which forces a “double crossing” of the first eigenvalue. In the sub-superlinear case, the additional condition, introduced for example by K.J. Brown and H. Budin [47] (see also [99, 74, 109]), is related to the existence of a strict upper solution. P. Rabinowitz [257] (see also [109]) considered also super-sub nonlinearities.
A complete study of these four problems using lower and upper solutions was done by K. Ben-Naoum and C. De Coster [31] (see also C. De Coster [83] for the sub-superlinear case) and is presented in Sections VIII-1.1, VIII-1.2, VIII-2.1 and VIII-2.2. In case the nonlinearity crosses the two first eigenvalues, we can prove the existence of more solutions, positive, negative or sign-changing as observed in Section IV-3.

Section VIII-1.3 is concerned with the less studied semipositone problem where $\alpha(t) \equiv 0$ is not necessarily a lower solution. The results presented in that section are related to A. Castro, J.B. Garner and R. Shivaji [56].

Until that point, our assumptions were such that for $f(t, u) = q(t)g(u)$ the function $q$ has to be positive. In the last ten years, a great deal of interest has been devoted to the investigation of equations with an indefinite weight i.e. in case $q$ changes sign. This is the subject of Section VIII-1.4 whose results are due to M. Gaudenzi, P. Habets and F. Zanolin [125].
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Perhaps one of the oldest ways to obtain multiplicity results relies on the study of the linearization of the equation along a known solution. Such results, obtained by H. Amann [14, 15] and K. Schmitt [273], are described in Section VIII-2.3.

In Section VIII-3, we study positive solutions of parametric problems

\[ u'' + sf(t, u) = 0, \quad u(0) = 0, \quad u(1) = 0, \]

where \( s > 0 \) and \( f(t, u) \geq 0 \) can be singular in \( t = 0 \) and \( 1 \). The results of this section can be found in M. Gaudenzi and P. Habets [124].

The problem

\[ u'' + g(u)u' + f(t, u) = h(t), \quad u(a) = u(b), \quad u'(a) = u'(b), \]

where \( f \) is singular for \( u = 0 \), is considered in Section IX-1. Although M. Nagumo [226] proved in 1944 some very interesting results for this problem, the paper of A.C. Lazer and S. Solimini [198] was the starting point for a large literature on the subject. The attractive case was considered by P. Habets and L. Sanchez [148] using well-ordered lower and upper solutions. The repulsive case gives rise to non-ordered lower and upper solutions and has been investigated by D. Bonheure and C. De Coster [41].

Problem

\[ u'' + f(t) = 0, \quad u(0) = 0, \quad u(\pi) = 0, \]

where \( f \) is singular at both the end points \( t = 0, t = \pi \) and \( u = 0 \), appears in several applied mathematical problems (see [29]). A typical example is the Dirichlet problem for the generalized Emden-Fowler equation

\[ u'' + \frac{g(t)}{u^\sigma} = 0, \quad u(0) = 0, \quad u(\pi) = 0, \]

which was investigated by S.D. Taliaferro [295]. The general case was considered by several authors [29, 37, 123, 141, 297]. Most of these results rely on the fact that, \( f(t, u) \) being positive, the solution \( u \) is concave. This assumption was given up in J. Janus and J. Myjak [173] for nonlinearities \( f(t, u) = \frac{w(t)}{w^\sigma} + h(t) \). The general case was considered, using lower and upper solutions, by A.G. Lomtatidze [205], I.T. Kiguradze and B.L. Shekhter [186] and P. Habets and F. Zanolin [152, 153]. We present in Section IX-2 the results of P. Habets and F. Zanolin [153]. In 2001, C. De Coster [85] generalized these results to the derivative dependent case. This is described in Section IX-3. Existence of two positive solutions for singular problems in
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the sub-superlinear case, which extends Section VIII-2.1, was considered by C. De Coster, M.R. Grossinho and P. Habets [86]. Section IX-4 describes these results.

The use of lower and upper solutions in singular perturbed Cauchy problem was introduced in 1939 by M. Nagumo [224]. In 1955, using Nagumo’s work on lower and upper solutions, N.I. Briš [46] considered various boundary value problems. This method has not received much attention until the works of P. Habets and M. Laloy [143] and F.A. Howes [165, 166]. Since then a family of classical problems in singular perturbation theory were revisited using lower and upper solutions (see [169, 60] and the references therein). We present some of them in Chapter X. We already considered in Section II-1.3 the model example

\[ \epsilon u'' + uu' - u = 0, \quad u(0) = A, \quad u(1) = B, \]

due to W.A. Harris [155].

Boundary layer at one end point for Dirichlet problem was already considered in 1952 by E.A. Coddington and N. Levinson [70] and further developed in A. Erdélyi [111]. General separated boundary conditions were first considered by N.I. Briš [46] using lower and upper solutions. Dirichlet problems with boundary layers at both end points were introduced by N.I. Briš [46] and further extended using lower and upper solutions by P. Habets and M. Laloy [143] and F. Howes [165]. S. Haber and N. Levinson [142] noticed in 1955 the possibility for the reduced problem to have angular solutions. The use of lower and upper solutions with angles turned out to be well-adapted to this problem and was used by F. Howes [168]. Problems with algebraic boundary layer appear together with moving singularities and are related to turning point problems. Some results of this type can be found in F.A. Howes [167] or in H. Gingold and S. Rosenblat [127].
Chapter I

The Periodic Problem

1 A first approach of lower and upper solutions

Consider the periodic boundary value problem

\[ \begin{align*}
    u'' &= f(t, u), \\
    u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*} \tag{1.1} \]

where \( a < b \) and \( f \) is a continuous function. The simplest approach to the method of lower and upper solutions for this problem uses the following definitions.

**Definitions 1.1** A function \( \alpha \in C^2([a, b]) \cap C^1([a, b]) \) is a **lower solution** of the periodic problem (1.1) if

(a) for all \( t \in [a, b] \), \( \alpha''(t) \geq f(t, \alpha(t)) \);
(b) \( \alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b) \).

A function \( \beta \in C^2([a, b]) \cap C^1([a, b]) \) is an **upper solution** of (1.1) if

(a) for all \( t \in [a, b] \), \( \beta''(t) \leq f(t, \beta(t)) \);
(b) \( \beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b) \).

The main result of the method is an intermediate value theorem. It proves that if we can find a lower solution which is smaller than an upper one, there is a solution wedged between these two.

**Theorem 1.1** Let \( \alpha \) and \( \beta \) be lower and upper solutions of (1.1) such that \( \alpha \leq \beta \), define \( E = \{ (t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t) \} \) and assume \( f : E \to \mathbb{R} \) is continuous.
Then the problem (1.1) has at least one solution $u \in C^2([a,b])$ such that for all $t \in [a,b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

Proof: Consider the modified problem

$$u'' - u = f(t, \gamma(t, u)) - \gamma(t, u),$$
$$u(a) = u(b), \ u'(a) = u'(b),$$

(1.2)

where $\gamma : [a, b] \times \mathbb{R} \to \mathbb{R}$ is defined by

$$\gamma(t, u) = \alpha(t), \text{ if } u < \alpha(t),$$
$$= u, \text{ if } \alpha(t) \leq u \leq \beta(t),$$
$$= \beta(t), \text{ if } u > \beta(t).$$

Claim 1 – The problem (1.2) has at least one solution. Let us write (1.2) as an integral equation

$$u(t) = \int_a^b G(t, s)[f(s, \gamma(s, u(s))) - \gamma(s, u(s))] \, ds,$$

where $G(t, s)$ is the Green’s function corresponding to the problem

$$u'' - u = f(t),$$
$$u(a) = u(b), \ u'(a) = u'(b).$$

(1.4)

The operator

$$T : C([a, b]) \to C([a, b]),$$

defined by

$$(Tu)(t) = \int_a^b G(t, s)[f(s, \gamma(s, u(s))) - \gamma(s, u(s))] \, ds,$$

(1.5)

is completely continuous and bounded. By Schauder’s Theorem, $T$ has a fixed point which is a solution of (1.2).

Claim 2 – All solutions $u$ of (1.2) satisfy on $[a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

(1.6)

Let us assume on the contrary that, for some $t_0 \in [a, b],$

$$\min_t (u(t) - \alpha(t)) = u(t_0) - \alpha(t_0) < 0.$$
If \( t_0 \in ]a, b[ \), we obtain the contradiction
\[
0 \leq u''(t_0) - \alpha''(t_0) = f(t_0, \alpha(t_0)) + u(t_0) - \alpha(t_0) - \alpha''(t_0) < 0.
\]
In case
\[
\min_{t} (u(t) - \alpha(t)) = u(a) - \alpha(a) = u(b) - \alpha(b) < 0,
\]
we obtain
\[
u'(a) - \alpha'(a) \geq 0 \geq u'(b) - \alpha'(b)
\]
and from the definition of a lower solution
\[
u'(a) - \alpha'(a) \leq u'(b) - \alpha'(b).
\]
Hence, \( u'(a) - \alpha'(a) = 0 \) and for \( t > a \) small enough
\[
u'(t) - \alpha'(t) = \int_{a}^{t} [f(s, \alpha(s)) + u(s) - \alpha(s) - \alpha''(s)] \, ds < 0
\]
which contradicts \( u - \alpha \) to be minimum in \( a \). This proves \( \alpha \leq u \).

In a similar way, we prove \( u \leq \beta \).

**Conclusion** - From Claim 1, (1.2) has a solution which, from Claim 2, satisfies (1.6). Therefore, it is also a solution of (1.1).

**Remark** The proof of Claim 2 relies on a maximum principle. Here, we have used two different arguments to obtain such a conclusion. For \( t_0 \in ]a, b[ \), we deduce the claim from the pointwise condition
\[
\alpha''(t_0) < 0
\]
and for the end points we used a first order condition
\[
u'(t) - \alpha'(t) < 0
\]
valid on an interval \([a, a + \varepsilon]\). These are two basic ways to obtain the conclusion. Notice however that the interval condition is more general and can be used in both cases. More generally the lower and upper solution method works for a large class of problems where a maximum principle holds. This will be exemplified in section II-5.

Theorem 1.1 furnishes two kinds of information. It is an existence result but it gives also a localization of the solution. In the following example, such a localization provides an asymptotic estimate on the solution.
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Example 1.1 Consider the problem
\begin{align*}
\epsilon^2 u'' &= u^3 - \sin^3 t, \\
u(0) &= u(2\pi), \quad u'(0) = u'(2\pi),
\end{align*}
where \(\epsilon > 0\) is a parameter. It is easy to see that
\(\alpha(t) = \sin t - 2\epsilon\) and \(\beta(t) = \sin t + 2\epsilon\)
are lower and upper solutions. From Theorem 1.1, we deduce the existence
of a solution \(u\) such that \(\alpha(t) \leq u(t) \leq \beta(t)\) on \([0, 2\pi]\) which implies for \(\epsilon\)
small the asymptotic estimate
\[u(t) = \sin t + O(\epsilon).\]

The localization result contained in Theorem 1.1 can also give multiplicity results.

Example 1.2 Consider the problem
\begin{align*}
u'' + u^4 - u^2 &= h(t), \\
u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
where \(h \in C([a, b])\) is such that, for all \(t \in [a, b], -1/4 \leq h(t) \leq 0\). It is
easy to observe that \(\alpha_1(t) = -1\) and \(\alpha_2(t) = 0\) are lower solutions and
\(\beta_1(t) = -1/\sqrt{2}\) and \(\beta_2(t) = 1/\sqrt{2}\) are upper solutions. Hence, we have at
least two solutions \(u_1\) and \(u_2\) such that on \([a, b]\)
\[-1 \leq u_1(t) \leq -1/\sqrt{2}, \quad 0 \leq u_2(t) \leq 1/\sqrt{2}.\]
Notice that in this example, it is possible, using further results on lower and
upper solutions and reinforcing the assumptions, to prove existence of two
more solutions (see Example III-1.4).

Remarks Theorem 1.1 can be interpreted as an intermediate value theorem
for the operator \(T\) defined by (1.5). It is easy to see that
\[T\alpha = \int_{\alpha}^{\beta} G(\cdot, s)[f(s, \alpha(s)) - \alpha(s)] ds \geq \int_{\alpha}^{\beta} G(\cdot, s)[\alpha''(s) - \alpha(s)] ds \geq \alpha\]
and
\[T\beta \leq \beta.\]
Theorem 1.1 proves then the existence of an intermediate value \( u \in [\alpha, \beta] \) such that \( Tu = u \).

This intermediate value property depends strongly on the ordering \( \alpha \leq \beta \). In case this ordering is not satisfied, the result does not hold as such. Consider for example the problem

\[
\begin{align*}
    u'' + u &= \sin t, \\
    u(0) &= u(2\pi), \quad u'(0) = u'(2\pi).
\end{align*}
\]

Multiplying by \( \sin t \) and integrating, it follows right away that this problem has no solution although

\[
\alpha(t) = 1 \quad \text{and} \quad \beta(t) = -1
\]

are lower and upper solutions.

Another remark of the same type is that the result is no longer true if we reverse the inequalities in the boundary conditions. Consider for example the problem

\[
\begin{align*}
    u'' &= 1, \\
    u(-1) &= u(1), \quad u'(-1) = u'(1).
\end{align*}
\]

It has no solution although \( \alpha(t) = t^2 - 1 \) is almost a lower solution (i.e. \( \alpha''(t) = 2 > 1 \), \( \alpha(-1) = \alpha(1) \)), \( \beta(t) = 1 \) is an upper solution (\( \beta''(t) \leq 1 \), \( \beta(-1) = \beta(1) \), \( \beta'(-1) = \beta'(1) \)) and \( \alpha(t) < \beta(t) \). Clearly, Theorem 1.1 does not apply here since \( \alpha'(-1) < \alpha'(1) \) which means that \( \alpha \) is not a lower solution.

**Exercise 1.1** (Alternative proof) Assume \( \alpha \) and \( \beta \in C^2([a, b]) \), \( \alpha(t) < \beta(t) \) on \( [a, b] \) and prove the previous result from the homotopy

\[
\begin{align*}
    u'' &= \lambda f(t, u) + (1 - \lambda) [k^2(u - \frac{\alpha(t) + \beta(t)}{2}) + \frac{\alpha''(t) + \beta''(t)}{2}], \\
    u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]

where \( k \) is large enough. Use degree theory and the set

\[\Omega = \{ u \in C([a, b]) \mid \forall t \in [a, b], \; \alpha(t) < u(t) < \beta(t) \}.\]

**Hint:** See [112].

The main difficulty in applying Theorem 1.1 is to find appropriate lower and upper solutions. The first and simplest idea is to try constant functions. This gives the following corollary.
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Corollary 1.2 Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be a continuous function such that, for some \( r_1 \leq r_2 \) and all \( t \in [a, b] \)

\[
f(t, r_1) \leq 0 \leq f(t, r_2).
\]

Then the problem (1.1) has at least one solution \( u \in C^2([a, b]) \) such that for all \( t \in [a, b] \)

\[
r_1 \leq u(t) \leq r_2.
\]

Theorem 1.1 and Corollary 1.2 can be used in various situations.

Example 1.3 Consider the problem

\[
\begin{align*}
    u'' &= ku^{2n+1} + h(t), \\
    u(0) &= u(2\pi), \quad u'(0) = u'(2\pi),
\end{align*}
\]

where \( k > 0, \ n \in \mathbb{N} \) and \( h \in C([0, 2\pi]) \). It is easy to see that

\[
\alpha(t) = -\left[\frac{\|h\|_\infty}{k}\right]^\frac{1}{2n+1} \quad \text{and} \quad \beta(t) = \left[\frac{\|h\|_\infty}{k}\right]^\frac{1}{2n+1}
\]

are lower and upper solutions. Hence, there is a solution \( u \) such that

\[
-\left[\frac{\|h\|_\infty}{k}\right]^\frac{1}{2n+1} \leq u \leq \left[\frac{\|h\|_\infty}{k}\right]^\frac{1}{2n+1}.
\]

Example 1.4 Consider the forced pendulum equation

\[
\begin{align*}
    u'' + \sin u &= h(t), \\
    u(0) &= u(2\pi), \quad u'(0) = u'(2\pi),
\end{align*}
\]

where \( h \in C([0, 2\pi]) \). Then, if \( \|h\|_\infty \leq 1 \), \( \alpha(t) = \pi/2 \) and \( \beta(t) = 3\pi/2 \) are respectively lower and upper solutions. Existence of a solution in \([\frac{\pi}{2}, \frac{3\pi}{2}]\) follows.

A more build up approach uses a different construction of the lower and upper solutions. Write \( h(t) = \bar{h} + \tilde{h}(t) \), where \( \bar{h} = \frac{1}{2\pi} \int_0^{2\pi} h(t) \, dt \) is the constant term in the Fourier expansion of \( h \). We then look for a lower solution using the same type of decomposition, i.e.

\[
\alpha(t) = A + w(t)
\]

with \( \int_0^{2\pi} w(t) \, dt = 0 \). This function has to satisfy the inequality

\[
\alpha''(t) + \sin \alpha(t) = w''(t) + \sin \alpha(t) \geq \bar{h} + \tilde{h}(t).
\]
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In case $\bar{h}$ lower bounds $\sin \alpha(t)$, it is natural to choose $w$ to be the solution of
\[ w'' = \bar{h}(t), \quad w(0) = w(2\pi), \quad w'(0) = w'(2\pi), \quad \bar{w} = 0. \]
We know from Proposition A-4.2 that
\[ \|w\|_{\infty} \leq \pi \|\tilde{h}\|_{L^1}. \]
Hence, if we assume
\[ \|\tilde{h}\|_{L^1} \leq 3 \quad \text{and} \quad \bar{h} \leq \cos(\frac{\pi}{6} \|\tilde{h}\|_{L^1}), \]
it is easy to observe that
\[ \|w\|_{\infty} \leq \frac{\pi}{2} \]
and
\[ \alpha(t) = \frac{\pi}{2} + w(t) \]
is a lower solution of (1.7). If further $\bar{h} \geq -\cos(\frac{\pi}{6} \|\tilde{h}\|_{L^1})$, we prove similarly that
\[ \beta(t) = \frac{3\pi}{2} + w(t) > \alpha(t) \]
is an upper solution and existence of a solution follows from Theorem 1.1.

The existence of a second solution, different from $u \mod 2\pi$, can be obtained reinforcing the assumptions and using further results on lower and upper solutions (see Example III-1.1).

2 Existence of $C^2$-solutions

2.1 Definitions

Dealing with applications, it turns out useful to generalize the concept of lower and upper solutions. The following definitions take this into account and try to characterize what is essential in Definitions 1.1.

Definitions 2.1 A function $\alpha \in C([a,b])$ such that $\alpha(a) = \alpha(b)$ is a $C^2$-lower solution of (1.1) if its periodic extension on $\mathbb{R}$, defined by $\alpha(t) = \alpha(t + b - a)$, is such that for any $t_0 \in \mathbb{R}$
either $D_- \alpha(t_0) < D^+ \alpha(t_0)$, 
or there exist an open interval $I_0$ with $t_0 \in I_0$ and a function $\alpha_0 \in C^1(I_0)$ such that

(a) $\alpha(t_0) = \alpha_0(t_0)$ and $\alpha(t) \geq \alpha_0(t)$ for all $t \in I_0$;
(b) $\alpha_0''(t_0)$ exists and $\alpha''_0(t_0) \geq f(t_0, \alpha_0(t_0)).$
A function \( \beta \in C([a, b]) \) such that \( \beta(a) = \beta(b) \) is a \( C^2 \)-upper solution of (1.1) if its periodic extension on \( \mathbb{R} \) is such that for any \( t_0 \in \mathbb{R} \), either \( D^- \beta(t_0) > D^+ \beta(t_0) \), or there exist an open interval \( I_0 \) with \( t_0 \in I_0 \) and a function \( \beta_0 \in C^1(I_0) \) such that

(a) \( \beta(t_0) = \beta_0(t_0) \) and \( \beta(t) \leq \beta_0(t) \) for all \( t \in I_0 \);
(b) \( \beta_0''(t_0) \) exists and \( \beta_0''(t_0) \leq f(t_0, \beta_0(t_0)) \).

When there is no possible confusion with Definitions 1.1, we will speak of lower and upper solutions of (1.1). In particular, it could be the case when definitions of lower (resp. upper) solutions are equivalent. For example, Definitions 2.1 reduce to Definitions 1.1 if \( f \) is continuous and the lower and upper solutions \( \alpha \) and \( \beta \) are in \( C^2([a, b]) \).

Geometric interpretations

The definitions of lower and upper solutions can be understood geometrically. To this end, let us reinforce these notions and assume the inequalities (b) in Definitions 2.1 are strict. The graphs of \( \alpha \) and \( \beta \) are then curves with a definite geometry with respect to the vector field. Solutions cannot be tangent to a lower solution from above or tangent to an upper solution from below.

The existence of \( \alpha_0 \) and \( \beta_0 \) such that \( \alpha_0''(t_0) \geq f(t_0, \alpha_0(t_0)) \) and \( \beta_0''(t_0) \leq f(t_0, \beta_0(t_0)) \) is a “second order” condition. In most applications, the functions \( \alpha_0 \) and \( \beta_0 \) will be chosen as restrictions of \( \alpha \) and \( \beta \).

On the other hand, the conditions \( D^- \alpha(t_0) < D^+ \alpha(t_0) \) and \( D^- \beta(t_0) > D^+ \beta(t_0) \) are of “first order”. Geometrically, the first one means that the curve \( u = \alpha(t) \) can have angles but with opening from above. In such a case, solutions cannot be tangent from above at the vertex \( t = t_0 \) of the angle. This angle condition already appears in Definitions 1.1, if we consider the boundary points \( a \) and \( b \) after extending \( \alpha \) by periodicity. Similarly, the condition \( D^- \beta(t_0) > D^+ \beta(t_0) \) means that the curve \( u = \beta(t) \) can have angles with opening from below. The same geometry appears if we consider as lower solution the maximum of a finite number of \( C^2 \)-lower solutions or as upper solution the minimum of a finite number of \( C^2 \)-upper solutions. The following results concretize this idea.

**Proposition 2.1** Let \( \alpha_i \in C([a, b]) \ (i = 1, \ldots, n) \) be \( C^2 \)-lower solutions of (1.1). Then the function

\[
\alpha(t) = \max_{1 \leq i \leq n} \alpha_i(t), \quad t \in [a, b]
\]

is a \( C^2 \)-lower solution of (1.1).
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2. Existence of $C^2$-solutions

Proof : The proof is straightforward since for any $t_0 \in [a, b]$, there exists $\alpha_k$ such that $\alpha(t_0) = \alpha_k(t_0)$, $\alpha(t) \geq \alpha_k(t)$. Either $D_- \alpha_k(t_0) < D^+ \alpha_k(t_0)$, which implies $D_- \alpha(t_0) < D^+ \alpha(t_0)$, or there exist an open interval $I_0$ with $t_0 \in I_0$ and a function $\alpha_k \in C^1(I_0)$ which satisfies (a) and (b) in Definition 2.1. This implies $\alpha$ is a $C^2$-lower solution. ■

In a similar way, we can prove the corresponding result for $C^2$-upper solutions.

**Proposition 2.2** Let $\beta_j \in C([a, b])$ ($j = 1, ..., m$) be $C^2$-upper solutions of (1.1). Then the function

$$\beta(t) = \min_{1 \leq j \leq m} \beta_j(t), \quad t \in [a, b]$$

is a $C^2$-upper solution of (1.1).

### 2.2 Existence of solutions

Our first approach to periodic solutions based on lower and upper solutions can be extended to $C^2$-lower and upper solutions.

**Theorem 2.3** Let $\alpha$ and $\beta$ be $C^2$-lower and upper solutions of (1.1) such that $\alpha \leq \beta$, define $E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\}$ and assume $f : E \to \mathbb{R}$ is continuous.

Then the problem (1.1) has at least one solution $u \in C^2([a, b])$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

**Proof** : As in the proof of Theorem 1.1 we consider the modified problem (1.2), where $\gamma$ is defined by (1.3). From the proof of this theorem, we know that problem (1.2) has a solution and we only have to prove that this solution satisfies

$$\alpha(t) \leq u(t) \leq \beta(t) \quad \text{on} \ [a, b].$$

Extend $\alpha$ and $u$ by periodicity. If

$$\min_t (u(t) - \alpha(t)) < 0,$$

we can find $t_0 \in [a, b]$ such that

$$u(t_0) - \alpha(t_0) = \min_t (u(t) - \alpha(t))$$
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and we have
\[ u'(t_0) - D^-\alpha(t_0) \leq u'(t_0) - D^+\alpha(t_0). \]
Hence, by definition of a $C^2$-lower solution, there exist an open interval $I_0$ with $t_0 \in I_0$ and a function $\alpha_0 \in C^1(I_0)$ such that:

(i) $\alpha(t_0) = \alpha_0(t_0)$ and $\alpha(t) \geq \alpha_0(t)$ for all $t \in I$;
(ii) $\alpha_0''(t_0)$ exists and $\alpha_0''(t_0) \geq f(t_0, \alpha_0(t_0))$.

It follows that $t_0$ is a minimum of $u - \alpha_0$, $(u - \alpha_0)'(t_0) = 0$ and $(u - \alpha_0)''(t_0) \geq 0$, whence we obtain the contradiction
\[ 0 \leq u''(t_0) - \alpha''_0(t_0) \leq f(t_0, \alpha_0(t_0)) - \alpha_0(t_0) + u(t_0) - f(t_0, \alpha_0(t_0)) < 0. \]
In a similar way we prove that $u \leq \beta$. Hence, the solution $u$ of (1.2) is a solution of (1.1).

The following elementary example illustrates the interest of Theorem 2.3. It exemplifies a class of problems that use “angular” lower and upper solutions.

**Example 2.1** Consider the problem
\[
\epsilon^2 u'' = \varphi(u) - \varphi(|t - \pi|),
\]
\[ u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \]
where $\epsilon > 0$ is a parameter and $\varphi \in C^1(\mathbb{R})$ is such that $\varphi'(t) \geq a^2 > 0$.

Notice that the function $\alpha \in C([0, 2\pi])$, defined by $\alpha(t) = \max\{\alpha_1(t), \alpha_2(t)\}$ where
\[ \alpha_1(t) = -(t - \pi) - \frac{\epsilon}{a} e^{-\frac{at}{\epsilon}} \quad \text{and} \quad \alpha_2(t) = (t - \pi) - \frac{\epsilon}{a} e^{\frac{a(t-2\pi)}{\epsilon}}, \]
is a $C^2$-lower solution. Next we can check that the function
\[ \beta(t) = |t - \pi| + \frac{\epsilon}{a} e^{-\frac{a|t-\pi|}{\epsilon}} \]
is a $C^2$-upper solution. From Theorem 2.3, we deduce the existence of a solution $u$ together with the asymptotic estimate
\[ u(t) = |t - \pi| + O(\epsilon). \]

**2.3 Structure of the set of solutions**

The set of solutions between $\alpha$ and $\beta$ admits extremal elements in the following sense.
Theorem 2.4 Let $\alpha$ and $\beta$ be $C^2$-lower and upper solutions of (1.1) such that $\alpha \leq \beta$, define $E = \{(t, u) \in [a, b] \times \mathbb{R} | \alpha(t) \leq u \leq \beta(t)\}$ and assume $f : E \to \mathbb{R}$ is continuous.

Then the problem (1.1) has solutions $u_{\text{min}}, u_{\text{max}} \in C^2([a, b])$ such that

$$\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta,$$

and any other solution $u$ of (1.1) such that $\alpha \leq u \leq \beta$ satisfies

$$u_{\text{min}} \leq u \leq u_{\text{max}}.$$

Solutions $u_{\text{min}}$ and $u_{\text{max}}$ of (1.1), which lie between $\alpha$ and $\beta$ and are such that any other solution $u$ of (1.1) with $\alpha \leq u \leq \beta$ satisfies $u_{\text{min}} \leq u \leq u_{\text{max}}$, are called minimal and maximal solutions in $[\alpha, \beta]$ or more simply minimal and maximal solutions.

Proof: Notice first that solutions of (1.1) are fixed points of the operator

$$T : C([a, b]) \to C([a, b])$$

defined by

$$(Tu)(t) = \int_a^b G(t, s)[f(s, u(s)) - u(s)] \, ds,$$

where $G(t, s)$ is the Green’s function of (1.4). Define then the set

$$S = \{u \in C([a, b]) | u = Tu, \alpha \leq u \leq \beta\}.$$

From Theorem 2.3, $S \neq \emptyset$. Further, $S$ is compact as $T$ is completely continuous. Consider next the family of sets

$$F_x = \{u \in S | u \geq x\},$$

where $x \in S$. This family has the finite intersection property as follows from Proposition 2.1 and Theorem 2.3. Hence, it is known (see [179, Theorem 5.1]) that there exists

$$u_{\text{max}} \in \bigcap_{x \in S} F_x,$$

which is a maximal solution.

Similarly, we prove existence of a minimal solution. 
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The structure of the set of solutions is richer if $f$ is nondecreasing with respect to $u$. In such a case, we have a continuum of solutions as follows from the following theorem.

**Theorem 2.5** Let $\alpha$ and $\beta$ be $C^2$-lower and upper solutions of (1.1) with $\alpha \leq \beta$, define $E = \{(t,u) \in [a,b] \times \mathbb{R} | \alpha(t) \leq u \leq \beta(t)\}$ and assume $f : E \rightarrow \mathbb{R}$ is continuous, nondecreasing with respect to $u$.

Let $t_0 \in [a,b]$ and $u^*$ be a real number with $u_{\min}(t_0) \leq u^* \leq u_{\max}(t_0)$, where $u_{\min}$ and $u_{\max}$ are the minimal and maximal solutions defined in Theorem 2.4.

Then there exists a solution $u \in C^2([a,b])$ of (1.1) such that $u_{\min} \leq u \leq u_{\max}$ and $u(t_0) = u^*$.

**Proof:** Let $t_0 \in [a,b]$ and $u^*$ be such that $u_{\min}(t_0) \leq u^* \leq u_{\max}(t_0)$. Choose $\epsilon > 0$ such that $u_{\max} - \epsilon \leq u_{\min} + \epsilon$ and define

$$\alpha_1(t) = \max\{u_{\min}(t), u_{\max}(t) - \epsilon\}, \quad \beta_1(t) = \min\{u_{\max}(t), u_{\min}(t) + \epsilon\}.$$

Observe that $\alpha_1$ and $\beta_1$ are respectively $C^2$-lower and upper solutions of (1.1). By Theorem 2.3, the problem (1.1) has a solution $u_1$ such that, for all $t \in [a,b]$,

$$u_{\min}(t) \leq u_1(t) \leq u_{\min}(t) + \epsilon, \quad u_{\max}(t) - \epsilon \leq u_1(t) \leq u_{\max}(t).$$

In case $u^* \in [u_{\min}(t_0), u_1(t_0)]$ we define

$$\alpha_2(t) = \max\{u_{\min}(t), u_1(t) - \epsilon/2\}, \quad \beta_2(t) = \min\{u_1(t), u_{\min}(t) + \epsilon/2\}$$

and obtain from Theorem 2.3 a solution $u_2$ such that on $[a,b]$

$$u_{\min}(t) \leq u_2(t) \leq u_{\min}(t) + \epsilon/2, \quad u_1(t) - \epsilon/2 \leq u_2(t) \leq u_1(t).$$

If $u^* \in ]u_1(t_0), u_{\max}(t_0)]$, we proceed in a similar way. This defines a sequence of solutions $(u_k)_k$ that satisfies $|u_k(t_0) - u^*| \leq \epsilon/2^{k-1}$. Next, from the Arzelà-Ascoli Theorem, there is a subsequence $(u_{k_n})_n$ such that, for some $u \in C([a,b])$, $u_{k_n}$ converges to $u$ in $C([a,b])$. It follows then that $u$ is a fixed point of $T$ defined by (1.5) and therefore a solution of (1.1). Further, we have $u(t_0) = \lim_{n \rightarrow \infty} u_{k_n}(t_0) = u^*$.

Existence of a continuum of solutions depends strongly on the non-decreasingness of $f$. Such a continuum does not exist in the following example.
3. **Existence of \( W^{2,1} \)-solutions**

**Example 2.2** Consider the problem

\[
\begin{align*}
  u'' &= u^3 - u^2, \\
  u(0) &= u(1), \quad u'(0) = u'(1).
\end{align*}
\]

Notice first that \( \alpha(t) = -2 \) and \( \beta(t) = 2 \) are lower and upper solutions. Also, it is straightforward from a phase plane analysis that this problem has only two solutions \( u_1 = 0, \ u_2 = 1 \), which are between \( \alpha \) and \( \beta \).

Notice also that solutions between lower and upper solutions are not necessarily ordered as shown in the example that follows.

**Example 2.3** The piecewise linear problem

\[
\begin{align*}
  u'' &= \min \{ u + 2, \max \{ -u, u - 2 \} \}, \\
  u(0) &= u(2\pi), \quad u'(0) = u'(2\pi)
\end{align*}
\]

is such that \( u_1(t) = \sin t \) and \( u_2(t) = -\sin t \) are non-ordered solutions which lie between the lower solution \( \alpha(t) = -3 \) and the upper one \( \beta(t) = 3 \). In this problem, it follows from the phase plane analysis that the minimal and maximal solutions are respectively \( u_{\text{min}}(t) = -2 \) and \( u_{\text{max}}(t) = 2 \).

**Exercise 2.1** Prove that, under the assumptions of Theorem 2.4, if for some \( M > 0 \) and all \( (t, u_1), \ (t, u_2) \in E \)

\[
u_1 \leq u_2 \Rightarrow f(t, u_1) - f(t, u_2) \leq M(u_1 - u_2),
\]

then there exists one and only one solution \( u \) of (1.1) such that \( \alpha \leq u \leq \beta \).

### 3 Existence of \( W^{2,1} \)-solutions

**3.1 Definitions**

In this section, we consider the periodic boundary value problem (1.1), where \( f \) is \( L^1 \)-Carathéodory. A function \( f : D \subset [a, b] \times \mathbb{R}^n \to \mathbb{R} \) is said to satisfy a **Carathéodory condition** or to be a **Carathéodory function** if

(a) for a.e. \( t \in [a, b] \), the function \( f(t, \cdot) \) with domain \( \{ z \in \mathbb{R}^n \mid (t, z) \in D \} \) is continuous;

(b) for all \( z \in \mathbb{R}^n \), the function \( f(\cdot, z) \) with domain \( \{ t \in [a, b] \mid (t, z) \in D \} \) is measurable.

If further, for some \( p \in [1, \infty] \), the Carathéodory function \( f \) satisfies
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(c) for all \( r > 0 \), there exists \( h \in L^p(a, b) \) such that for all \((t, z) \in D\) with \(|z| \leq r, |f(t, z)| \leq h(t)\),
we say that \( f \) is an \( L^p \)-Carathéodory function or that it satisfies an \( L^p \)-Carathéodory condition.

If \( f \) is an \( L^1 \)-Carathéodory function, solutions of (1.1) are in \( W^{2,1}(a, b) \).
It is then natural to look for lower and upper solutions which are in this space or at least which are piecewise \( W^{2,1} \). This motivates the definitions we present here. To simplify the notations, we extend \( f(t, u) \) by periodicity \( f(t, u) = f(t + T, u) \), where \( T = b - a \).

**Definitions 3.1** A function \( \alpha \in C([a, b]) \) such that \( \alpha(a) = \alpha(b) \) is a \( W^{2,1} \)-lower solution of (1.1) if its periodic extension on \( \mathbb{R} \), defined by \( \alpha(t) = \alpha(t + b - a) \), is such that for any \( t_0 \in \mathbb{R} \)
either \( D^-\alpha(t_0) < D^+\alpha(t_0) \),
or there exists an open interval \( I_0 \) such that \( t_0 \in I_0, \alpha \in W^{2,1}(I_0) \) and, for a.e. \( t \in I_0 \),
\[
\alpha''(t) \geq f(t, \alpha(t)).
\]

A function \( \beta \in C([a, b]) \) such that \( \beta(a) = \beta(b) \) is a \( W^{2,1} \)-upper solution of (1.1) if its periodic extension on \( \mathbb{R} \), defined by \( \beta(t) = \beta(t + b - a) \), is such that for any \( t_0 \in \mathbb{R} \)
either \( D^-\beta(t_0) > D^+\beta(t_0) \),
or there exists an open interval \( I_0 \) such that \( t_0 \in I_0, \beta \in W^{2,1}(I_0) \) and, for a.e. \( t \in I_0 \),
\[
\beta''(t) \leq f(t, \beta(t)).
\]

In the definition of \( W^{2,1} \)-lower solution we did not use, as for \( C^2 \)-lower solutions, auxiliary functions \( \alpha_0 \). This is due to the fact that for \( W^{2,1} \)-lower solutions we cannot work pointwise and the natural modification to be used in the proof does not allow to use information along the curve \( u = \alpha_0(t) \).

In practical problems the “natural” lower and upper solutions are often more regular than needed in Definitions 3.1. For example, \( \alpha \) will often be defined as the solution of some auxiliary problem so that it will be in \( W^{2,1}(a, b) \) and satisfy for a.e. \( t \in [a, b] \)
\[
\alpha''(t) \geq f(t, \alpha(t)),
\alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b).
\]

In such a case, \( \alpha \) is a \( W^{2,1} \)-lower solution of (1.1).
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In applications the various notions of lower and upper solution will frequently coincide. This will be the case, for instance, if $f$ is continuous and $\alpha \in C^1([a, b]) \cap C^2([a, b])$. With these assumptions, $\alpha$ is a $W^{2,1}$-lower solution if and only if it satisfies Definition 1.1. Therefore and if there is no possible confusion, we will often call $W^{2,1}$-lower and upper solutions of (1.1), lower and upper solutions.

### 3.2 Existence of solutions

In this paragraph, we present the basic existence results for solutions $u \in W^{2,1}(a, b)$ of (1.1).

**Theorem 3.1** Let $\alpha$ and $\beta$ be $W^{2,1}$-lower and upper solutions of (1.1) such that $\alpha \leq \beta$, $E = \{(t, u) \in [a, b] \times \mathbb{R} | \alpha(t) \leq u \leq \beta(t)\}$ and $f : E \to \mathbb{R}$ be an $L^1$-Carathéodory function.

Then the problem (1.1) has at least one solution $u \in W^{2,1}(a, b)$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

**Proof:** As in the proof of Theorem 1.1, we consider the modified problem (1.2) where $\gamma$ is defined by (1.3). Repeating Claim 1 of this proof shows that problem (1.2) has a solution and we only have to verify that this solution satisfies on $[a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

Let us assume on the contrary that, for some $t_0 \in \mathbb{R}$

$$\min_{t} (u(t) - \alpha(t)) = u(t_0) - \alpha(t_0) < 0.$$

Then we have

$$u'(t_0) - D_- \alpha(t_0) \leq u'(t_0) - D^+ \alpha(t_0)$$

and, by definition of a $W^{2,1}$-lower solution, there exists an open interval $I_0$, with $t_0 \in I_0$, $\alpha \in W^{2,1}(I_0)$ and for almost every $t \in I_0$

$$\alpha''(t) \geq f(t, \alpha(t)).$$

Further $u'(t_0) - \alpha'(t_0) = 0$ and for $t \geq t_0$, near enough $t_0$,

$$u'(t) - \alpha'(t) = \int_{t_0}^{t} (u''(s) - \alpha''(s)) \, ds \leq \int_{t_0}^{t} \left[ f(s, \alpha(s)) + u(s) - \alpha(s) - f(s, \alpha(s)) \right] \, ds < 0.$$

This proves $u(t_0) - \alpha(t_0)$ is not a minimum of $u - \alpha$ which is a contradiction. A similar argument holds to prove $u(t) \leq \beta(t)$.
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A simple illustration of Theorem 3.1 is the following

**Example 3.1** Consider the problem

\[
  u'' - \frac{1}{\sqrt{t}} u^2 = q(t), \\
  u(0) = u(2\pi), \quad u'(0) = u'(2\pi),
\]

where \( q \in L^1(0, 2\pi) \). To build a lower solution, we write \( q(t) = \bar{q} + \tilde{q}(t) \), with \( \bar{q} = \frac{1}{2\pi} \int_0^{2\pi} q(s) \, ds \) and look for a lower solution \( \alpha(t) = A + w(t) \) such that

\[
  \bar{w} = \frac{1}{2\pi} \int_0^{2\pi} w(s) \, ds = 0.
\]

We wish

\[
  \alpha'' - \frac{1}{\sqrt{t}} \alpha^2 = w'' - \frac{1}{\sqrt{t}} \alpha^2 \geq \bar{q} + \tilde{q}(t).
\]

To this end we choose \( w \) to be the solution of

\[
  w'' = \tilde{q}(t), \\
  w(0) = w(2\pi), \quad w'(0) = w'(2\pi), \quad \bar{w} = 0.
\]

We have \( \|\alpha'\|_{\infty} = \|w'\|_{\infty} \leq \|\tilde{q}\|_{L^1} \) and, if we choose \( A = -w(0) \), we can write for all \( t \in [0, 2\pi] \), \( |\alpha(t)| \leq \|\tilde{q}\|_{L^1} t \). We compute then

\[
  \alpha'' - \frac{1}{\sqrt{t}} \alpha^2 - \bar{q} - \tilde{q}(t) \geq -\|\tilde{q}\|^2_{L^1}(2\pi)^{3/2} - \bar{q}
\]

and \( \alpha(t) = w(t) - w(0) \) is a lower solution if

\[
  \bar{q} + (2\pi)^{3/2}\|\tilde{q}\|^2_{L^1} \leq 0.
\]

If \( B \) is a large enough positive constant then \( \beta(t) = \alpha(t) + B \geq \alpha(t) \) is an upper solution and we can conclude from Theorem 3.1.

With our definition, it is not obvious that maxima of lower solutions and minima of upper solutions are still lower and upper solutions. However, it is easy to prove existence of solutions between such maxima and minima. Such a result is a substitute to Propositions 2.1 and 2.2.

**Theorem 3.2** Let \( \alpha_i \) (\( i = 1, \ldots, n \)) be \( W^{2,1} \)-lower solutions and \( \beta_j \) (\( j = 1, \ldots, m \)) be \( W^{2,1} \)-upper solutions of (1.1), \( \alpha := \max_{1 \leq i \leq n} \alpha_i \) and \( \beta := \min_{1 \leq j \leq m} \beta_j \) be such that \( \alpha \leq \beta \). Define \( E = \{ (t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t) \} \) and let \( f : E \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function.

Then the problem (1.1) has at least one solution \( u \in W^{2,1}(a, b) \) such that for all \( t \in [a, b] \)

\[
  \alpha(t) \leq u(t) \leq \beta(t).
\]
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3. Existence of $W^{2,1}$-solutions

Proof: Consider the modified problem

$$u^\prime\prime - u = \hat{f}(t, u) - \gamma(t, u),$$
$$u(a) = u(b), \ u'(a) = u'(b),$$

where $\gamma(t, u)$ is defined in (1.3) and

$$\hat{f}(t, u) = \min_{1 \leq i \leq n} f(t, \max\{\alpha_i(t), u\}), \quad \text{if } u \leq \alpha(t),$$
$$= f(t, u), \quad \text{if } \alpha(t) < u < \beta(t),$$
$$= \max_{1 \leq j \leq m} f(t, \min\{\beta_j(t), u\}), \quad \text{if } \beta(t) \leq u.$$

First, we prove as in Theorem 1.1 that problem (3.1) has a solution. Next, we show that on $[a, b]$ $\alpha(t) \leq u(t) \leq \beta(t)$.

Extend $\alpha$ and $u$ by periodicity and assume by contradiction that $\min_i (u(t) - \alpha(t)) < 0$. It follows that, for some $t_0$ and $i \in \{1, \ldots, n\}$ we have $\min_i (u(t) - \alpha(t)) = u(t_0) - \alpha_i(t_0) = \min_i (u(t) - \alpha_i(t)) < 0$. A contradiction follows now as in the proof of Theorem 3.1. At last, $u \leq \beta$ follows from the same argument.

Using Theorem 3.1, we can also obtain infinitely many solutions as in the following result.

Proposition 3.3 Let $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ satisfy an $L^1$-Carathéodory condition, let $(p_k)_k, (q_k)_k, (r_k)_k, (s_k)_k \subset \mathbb{R}$ be sequences such that $p_k < q_k \leq r_k < s_k \leq p_{k+1}$ and let $(g_{0,k})_k, (g_{1,k})_k \subset L^1(a, b)$. Define $g_{i,k} = \bar{g}_{i,k} + \bar{g}_{i,k}$, where $\bar{g}_{i,k} = \frac{1}{b-a} \int_a^b g_{i,k}(t) \, dt$. Assume

(a) for a.e. $t \in \mathbb{R}$ and all $u \in ]p_k, q_k[$,

$$f(t, u) \leq g_{0,k}(t) \quad \text{and} \quad g_{0,k} \leq 0;$$

(b) for a.e. $t \in [a, b]$ and all $u \in ]r_k, s_k[$,

$$f(t, u) \geq g_{1,k}(t) \quad \text{and} \quad \bar{g}_{1,k} \geq 0;$$

(c) $q_k - p_k \geq \frac{b-a}{6} \|\bar{g}_{0,k}\|_L^1$ and $s_k - r_k \geq \frac{b-a}{6} \|\bar{g}_{1,k}\|_L^1$.

Then the problem (1.1) has infinitely many solutions $u_k \in [p_k, s_k]$.

Proof: Let us prove the existence of a solution in each interval $[p_k, s_k]$. To this end we construct first an upper solution $\beta_k \in [r_k, s_k]$. Let $w$ be the solution of the problem

$$w'' + \bar{g}_{1,k}(t) = 0,$$
$$w(a) = u(b), \ w'(a) = u'(b),$$
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such that \( \tilde{w} = \frac{1}{b-a} \int_a^b w(t) \, dt = 0 \). The following estimate
\[
\|w\|_\infty \leq \frac{b-a}{2\pi} \|\tilde{g}_{1,k}\|_{L^1} \leq \frac{s_k-r_k}{2}
\]
follows from Proposition A-4.2. Hence, \( \beta_k(t) = \frac{s_k+r_k}{2} + w(t) \) is a \( W^{2,1} \)-upper solution such that \( \beta_k \in [r_k, s_k] \).

In the same way, we can construct a \( W^{2,1} \)-lower solution \( \alpha_k \in [p_k, q_k] \) and the result follows from Theorem 3.1.

Example 3.2 A model example is
\[
\begin{align*}
u'' + \sin \sqrt{|u|} &= h(t), \\
u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]
where \( h \in L^1(a,b) \) is such that \( \bar{h} \in ]-1,1[. \) Existence of infinitely many solutions follows from Proposition 3.3 if we choose, for \( k \) large enough, \( p_k = (2k\pi + \arcsin|\bar{h}|)^2, q_k = ((2k+1)\pi - \arcsin|\bar{h}|)^2, r_k = ((2k+1)\pi + \arcsin|\bar{h}|)^2, s_k = (2(k+1)\pi - \arcsin|\bar{h}|)^2, g_{0,k} = h - |\bar{h}| \) and \( g_{1,k} = h + |\bar{h}| \).

3.3 Structure of the set of solutions

As in the continuous case, we can prove existence of minimal and maximal solutions. Also, there is a continuum of solutions in case \( f \) is nondecreasing with respect to \( u \).

Theorem 3.4 Let \( \alpha \) and \( \beta \) be \( W^{2,1} \)-lower and upper solutions of (1.1) such that \( \alpha \leq \beta \), \( E = \{(t,u) \in [a,b] \times \mathbb{R} | \alpha(t) \leq u \leq \beta(t)\} \) and \( f : E \to \mathbb{R} \) satisfy an \( L^1 \)-Carathéodory condition.

Then the problem (1.1) has a minimal solution \( u_{\text{min}} \in W^{2,1}(a,b) \) and a maximal solution \( u_{\text{max}} \in W^{2,1}(a,b) \) in \([\alpha, \beta] \), i.e.
\[
\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta
\]
and any other solution \( u \) of (1.1) with \( \alpha \leq u \leq \beta \) satisfies
\[
u_{\text{min}} \leq u \leq u_{\text{max}}.
\]

Theorem 3.5 Assume the hypotheses of Theorem 3.4 hold and \( f \) is nondecreasing with respect to \( u \).

Then for any \( t_0 \in [a,b] \) and \( u^* \in [u_{\text{min}}(t_0), u_{\text{max}}(t_0)] \), there exists a solution \( u \in W^{2,1}(a,b) \) of (1.1) such that \( u_{\text{min}} \leq u \leq u_{\text{max}} \) and \( u(t_0) = u^* \).

Exercise 3.1 Prove the above results adapting the proofs of Theorems 2.4 and 2.5 and using Theorem 3.2.
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4. A priori bound on the derivative

Consider the problem

\[ u'' = f(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b). \]  

(4.1)

The Nemytskii operator \( Nu := f(\cdot, u, u') \) and therefore the fixed point problem to be considered are defined now on \( C^1([a, b]) \). Upper and lower solutions will give a priori bounds on \( u \). In order to apply the Schauder Fixed Point Theorem or degree theory we shall also need a priori bounds on the derivative \( u' \). In some cases, the special structure of the nonlinearity \( f \) gives this information. In others, this follows from a Nagumo condition. The following example shows that in any case some condition is necessary since the existence of solutions does not follow from the existence of ordered lower and upper solutions.

**Example 4.1** Consider the problem

\[ u'' = (1 + u'^2)^2(u - p(t)), \quad u(0) = u(T), \quad u'(0) = u'(T), \]  

(4.2)

where \( p \) is a continuous function such that \( p(t) = 2 \) on \([0, T/3]\), \( p(t) \in [-2, 2] \) on \([T/3, 2T/3]\) and \( p(t) = -2 \) on \([2T/3, T]\). For such a problem, we define lower and upper solutions from Definitions 5.1 or 6.1 below. It follows that \( \alpha = -3 \) is a lower solution and \( \beta = 3 \) an upper one. We are going to prove that nevertheless if \( T > 0 \) is large enough, problem (4.2) has no solution.

**Proof:** Assume there is a solution \( u \) with \( u(0) = u(T) \leq 0 \). On the interval \([0, T/3]\), the differential equation (4.2) is autonomous

\[ u'' = (1 + u'^2)^2(u - 2) \]  

(4.3)

and admits an energy integral

\[ \mathcal{E}(u, u') = \frac{1}{1 + u'^2} + (u - 2)^2. \]

If \( u(0) \leq 0 \), we have \( E := \mathcal{E}(u(0), u'(0)) \geq 4 \).

**Claim:** The solutions \( \tilde{u} \) of (4.3) with \( \tilde{u}(0) \leq 0 \) are defined on a maximum interval of length

\[ \tau \leq 2 \cosh^{-1} \frac{2}{\sqrt{3}}. \]
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From a phase plane analysis, we can see that the orbit of $\tilde{u}$ goes through some point $(u_0, 0)$. Consider then the solution $v$ of (4.3) such that
\[
v(0) = 2 - \sqrt{E - 1}, \quad v'(0) = 0,
\]
where $E = \mathcal{E}(u(0), u'(0))$. Notice that $(v(t) - 2)^2 \leq E \leq 1 + (v(t) - 2)^2$ and $v'(t) \leq 0$ for $t \geq 0$. Hence, we compute for such $t$
\[
-v' = \sqrt{\frac{(v-2)^2-(E-1)}{E-(v-2)^2}} \geq \sqrt{(v - 2)^2 - (E - 1)}
\]
and
\[
t \leq -\int_{v(0)}^{v(t)} \frac{dv}{\sqrt{(v - 2)^2 - (E - 1)}} = \int_{w_0}^{w(t)} \frac{dr}{\sqrt{r^2 - 1}} = \cosh^{-1} r \bigg|_{w_0}^{w(t)},
\]
where $w_0 = \frac{2-v(0)}{\sqrt{E-1}} = 1$ and $w(t) = \frac{2-v(t)}{\sqrt{E-1}} \leq \frac{\sqrt{E}}{\sqrt{E-1}} \leq \frac{2}{\sqrt{3}}$. Hence, we have
\[
t \leq \cosh^{-1} \frac{2}{\sqrt{3}}.
\]
Repeating the computations in reversed time, the claim follows.

**Conclusion** - If $\frac{T}{3} > 2 \cosh^{-1} \frac{2}{\sqrt{3}}$, it follows from the claim that there is no solution of (4.2) such that $u(0) = u(T) \leq 0$.

A similar result holds if $u(0) = u(T) \geq 0$. Here, we have to compute the travelling time of solutions along orbits of the autonomous equation defined by (4.2) for $t \in [2T/3, T]$ and notice that again the travelling time along orbits is too small.

**4.1 The Rayleigh equation**

Consider the Rayleigh equation
\[
\begin{align*}
    u'' + g(u') + h(t, u, u') &= 0, \\
    u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]
where $g \in C(\mathbb{R})$ and $h$ is a Carathéodory function.

**Proposition 4.1** Let $g \in C(\mathbb{R})$ and let $h$ be a Carathéodory function. Assume that for all $s > 0$ and some $h_s \in L^2(a, b)$, $h$ satisfies
\[
\text{for a.e. } t \in [a, b], \forall (u, v) \in \mathbb{R}^2, \quad |u| \leq s \Rightarrow |h(t, u, v)| \leq h_s(t).
\]

Then for all $r > 0$ there exists $R > 0$ such that every solution $u$ of (4.4) with $\|u\|_\infty \leq r$ satisfies $\|u\|_\infty < R$.
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Proof: Let $r > 0$ be given and $u$ be a solution of (4.4) with $\|u\|_{\infty} \leq r$. Multiplying (4.4) by $u''$ and integrating we obtain

$$
\|u''\|_{L^2}^2 = -\int_a^b g(u'(t))u''(t)\,dt - \int_a^b h(t, u(t), u'(t))u''(t)\,dt \\
\leq \|h_r\|_{L^2}\|u''\|_{L^2}.
$$

Now it is easy to see that for some $t_0 \in [a, b]$ and all $t \in [a, b]$

$$
|u'(t)| = \left| \int_{t_0}^t u''(s)\,ds \right| \leq \sqrt{b-a}\|h_r\|_{L^2}.
$$

Hence, $R := \sqrt{b-a}\|h_r\|_{L^2} + 1 > 0$ satisfies the claim.

We can obtain a bound on $u'$ independent of $r$ if we reinforce the bound on $h$.

**Proposition 4.2** Let $g \in C(\mathbb{R})$ and $h$ be a Carathéodory function. Assume there exists $h_0 \in L^2(a, b)$ such that

for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$, $|h(t, u, v)| \leq h_0(t)$.

Then there exists $R > 0$ such that every solution $u$ of (4.4) satisfies $\|u'\|_{\infty} < R$.

**Proof:** If we repeat the argument of Proposition 4.1, the proof follows with $R := \sqrt{b-a}\|h_0\|_{L^2} + 1 > 0$.

**4.2 The Liénard equation**

As for Rayleigh equation, we can prove a priori bounds on the derivative for the Liénard equation

$$
u'' + g(u)u' + h(t, u) = 0, \quad u(a) = u(b), \quad u'(a) = u'(b),
$$

where $g \in C(\mathbb{R})$ and $h$ is $L^1$-Carathéodory.

**Proposition 4.3** Let $g \in C(\mathbb{R})$ and $h$ be an $L^1$-Carathéodory function.

Then, for all $r > 0$, there exists $R > 0$ such that for every solution $u$ of (4.5) with $\|u\|_{\infty} \leq r$ we have $\|u'\|_{\infty} < R$.
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Proof: Let \( r > 0 \). As \( h \) is \( L^1 \)-Carathéodory, there exists \( h_r \in L^1(a, b) \) such that for a.e. \( t \in [a, b] \) and all \( u \in [-r, r] \), \( |h(t, u)| \leq h_r(t) \). Next we choose a solution \( u \) of (4.5) with \( \|u\|_\infty \leq r \). Then multiplying equation (4.5) by \( u \) and integrating we obtain

\[
\|u'\|_{L^2}^2 = \int_a^b g(u(t))u(t)u'(t) \, dt + \int_a^b h(t, u(t))u(t) \, dt \leq r\|h_r\|_{L^1}.
\]

It is now easy to bound \( \|u''\|_{L^1} \) and next \( \|u'\|_{\infty} \).

**4.3 The Nagumo condition: The continuous case**

In case the equation does not have any special structure, a priori bounds on the derivative can still be obtained for nonlinearities which do not grow too quickly with respect to the derivative.

A first result of this type is due to S. Bernstein [35], [36] who considered nonlinearities that satisfy a growth condition

\[
|f(t, u, v)| \leq A + Bu^2.
\]

He proved that for any \( r > 0 \) there exists \( R > 0 \) such that any solution \( u \) of

\[
\ddot{u} = f(t, u, u')
\]

on \([a, b]\) with \( \|u\|_\infty \leq r \) satisfies the a priori bound

\[
\|u'\|_\infty \leq R.
\]

Bernstein’s result was generalized by M. Nagumo [223] who introduced the so-called Nagumo condition which became a classical way to obtain a priori bounds on the derivative. To describe this condition, we consider \( \alpha \) and \( \beta \in C([a, b]) \) such that \( \alpha \leq \beta \), define

\[
E := \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \alpha(t) \leq u \leq \beta(t)\}
\]

and suppose \( f : E \to \mathbb{R} \) satisfies

\[
\forall (t, u, v) \in E, \quad |f(t, u, v)| \leq \varphi(|v|),
\]

where \( \varphi : \mathbb{R}^+ \to \mathbb{R} \) is some positive continuous function such that

\[
\int_0^\infty \frac{s \, ds}{\varphi(s)} = \infty.
\]
Condition (4.8) is then said to be the *Nagumo condition*.

Notice that if a function $f$ satisfies a Bernstein condition,

$$\forall (t, u, v) \in E, \quad |f(t, u, v)| \leq A + Bv^2,$$

it satisfies a Nagumo condition with $\varphi(v) = A + Bv^2$. Also, Bernstein condition is equivalent to assume the existence of a positive continuous function $\varphi : \mathbb{R}^+ \to \mathbb{R}$ such that

$$\liminf_{s \to +\infty} \frac{s^2}{\varphi(s)} > 0$$

and

$$\forall (t, u, v) \in E, \quad |f(t, u, v)| \leq \varphi(|v|).$$

However, Bernstein condition is not equivalent to Nagumo condition where $\varphi$ satisfies (4.9). Indeed, the function $f(t, u, v) = (v^2 + 1) \ln(v^2 + 1)$ satisfies (4.8) and (4.9), with $\varphi(v) = f(t, u, v)$, but it does not satisfy the Bernstein condition.

It is easy to see that in case $h$ is an $L^\infty$-Carathéodory function, the function $f(t, u, u') = g(u)u' + h(t, u)$ in Liénard equation (4.5) satisfies a Nagumo condition together with (4.9). However, this does not hold true for Rayleigh equation if, for example, $g(u') = u^3$.

In applications, we might consider nonlinearities $f + g$ such that $f$ and $g$ satisfy a Nagumo condition together with (4.9). This does not imply that $f + g$ satisfies such conditions. A counter-example can be build as follows. Let $A = \cup_1^{\infty}[n, n + \frac{1}{n^3}], \ B = [1, \infty[ \setminus A$ and define the function $f(v) = \varphi(v)$ by

$$\varphi(s) = \frac{1}{n}, \quad \text{if} \quad s \in [n, n + 1/n^3], \quad \varphi(s) = s^3, \quad \text{if} \quad s \in B.$$

We have

$$\int_{1}^{\infty} \frac{s}{\varphi(s)} \, ds \geq \int_{A} \frac{s}{\varphi(s)} \, ds \geq \sum_{n=1}^{\infty} \frac{n}{1/n^3} = \sum_{n=1}^{\infty} \frac{1}{n} = \infty.$$ 

On the other hand, if $g = 1$, $f + g$ does not satisfy a Nagumo condition. One computes

$$\int_{A} \frac{s}{\varphi(s) + 1} \, ds \leq \sum_{n=1}^{\infty} \frac{n + 1}{n + 1/n^3} = \sum_{n=1}^{\infty} \frac{1}{n^2} < \infty,$$

and

$$\int_{B} \frac{s}{s^3 + 1} \, ds < \infty,$$
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which shows that
\[ \int_1^\infty \frac{s}{\varphi(s) + 1} \, ds < \infty. \]

It is now easy to see that we can regularize \( f = \varphi \) to obtain a continuous function with the same property.

In many cases however, \( f + g \) still satisfies a Nagumo condition with (4.9). For example, if \( f \) satisfies such conditions with \( \varphi \geq \epsilon > 0 \) and \( g \) is bounded then the same holds true for \( f + g \). This can be deduced from the fact that for some \( k \geq 0 \)
\[ |f + g| \leq \varphi + k \leq \frac{k + \epsilon}{\epsilon} \varphi. \]

A similar result holds if \( f \) and \( g \) satisfy a Nagumo condition with the same function \( \varphi(v) \).

The following proposition deduces a priori bounds on the derivative from a Nagumo condition.

**Proposition 4.4** Let \( \bar{\alpha} \) and \( \bar{\beta} \in C([a, b]) \) be such that \( \bar{\alpha} \leq \bar{\beta} \). Define \( E \subset [a, b] \times \mathbb{R}^2 \) from (4.7) (with \( \alpha = \bar{\alpha} \) and \( \beta = \bar{\beta} \)) and let \( \bar{\varphi} : \mathbb{R}^+ \to \mathbb{R} \) be a positive continuous function satisfying
\[ \int_r^\infty \frac{s}{\bar{\varphi}(s)} \, ds > \max_t \bar{\beta}(t) - \min_t \bar{\alpha}(t), \quad (4.10) \]

where \( r = \max \{ \frac{\bar{\beta}(b) - \bar{\alpha}(a)}{b-a}, \frac{\bar{\alpha}(b) - \bar{\beta}(a)}{b-a} \} \geq 0 \).

Then there exists \( R > 0 \) such that for every continuous function \( f : E \to \mathbb{R} \) which satisfies
\[ \forall (t, u, v) \in E, \quad |f(t, u, v)| \leq \bar{\varphi}(|v|) \quad (4.11) \]

and every solution \( u \) of (4.6) on \( [a, b] \) such that \( \bar{\alpha} \leq u \leq \bar{\beta} \), we have
\[ \|u'\|_{\infty} < R. \]

**Proof** : Define \( R \) to be such that
\[ \int_r^R \frac{s}{\bar{\varphi}(s)} \, ds = \max_t \bar{\beta}(t) - \min_t \bar{\alpha}(t). \quad (4.12) \]

Let \( u \) be a solution of (4.6) such that \( \bar{\alpha} \leq u \leq \bar{\beta} \). Observe that
\[ -r = \frac{\bar{\alpha}(b) - \bar{\beta}(a)}{b-a} \leq \frac{u(b) - u(a)}{b-a} \leq \frac{\bar{\beta}(b) - \bar{\alpha}(a)}{b-a} \leq r \]
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and using the Lagrange Theorem, there exists \( \tau \in [a, b] \) with
\[
|u'(\tau)| = \left| \frac{u(b) - u(a)}{b - a} \right| \leq r.
\]

Now consider an interval \( I = [t_0, t_1] \) or \( [t_1, t_0] \) such that \( u'(t) \geq 0 \) on \( I \), \( u'(t_0) = r \), \( u'(t_1) > r \). Then we have
\[
\int_{u'(t_0)}^{u'(t_1)} s \, ds = \int_{t_0}^{t_1} u'(t)u''(t) \frac{d}{dt} \phi(u'(t)) \, dt = \int_{t_0}^{t_1} u'(t)f(t, u(t), u'(t)) \frac{d}{dt} \phi(u'(t)) \, dt
\leq \left| \int_{t_0}^{t_1} u'(t) \, dt \right| = |u(t_1) - u(t_0)| \leq \max_{t} \beta(t) - \min_{t} \alpha(t).
\]

From (4.12) we deduce that \( u'(t_1) < R \).

In the same way, we prove that, for any \( t \in [a, b] \), \( u'(t) > -R \) and the result follows.

A fundamental generalization of this proposition concerns one-sided Nagumo conditions. This applies to solutions \( u \) such that some a priori bound on the derivative is known at the end points of the interval of definition. This is clearly the case for a Neumann problem
\begin{align*}
u'' &= f(t, u, u'), \\
u'(\bar{a}) &= A, \quad u'(\bar{b}) = B. \tag{4.13}
\end{align*}

Notice also that if \( u \) solves the periodic problem (4.1), there exists \( \bar{a} \in [a, b] \) such that \( u'(\bar{a}) = 0 \) and the periodic extension of \( u(t) \) solves (4.13) with \( \bar{a}, \bar{b} = \bar{a} + b - a \) and \( A = B = 0 \).

Our first result concerns solutions such that a one-sided a priori bound on the derivative is known at both end points.

**Proposition 4.5** Let \( \bar{\alpha} \) and \( \bar{\beta} \in C([\bar{\alpha}, \bar{\beta}]) \) be such that \( \bar{\alpha} \leq \bar{\beta} \). Define \( E \subset [\bar{\alpha}, \bar{\beta}] \times \mathbb{R}^2 \) from (4.7) (with \( a = \bar{\alpha}, \quad b = \bar{\beta}, \quad \alpha = \bar{\alpha} \) and \( \beta = \bar{\beta} \)). Let \( r \geq 0, \quad R > r \) and \( \varphi : \mathbb{R}^+ \to \mathbb{R} \) be a positive continuous function satisfying (4.12).

Then for every continuous function \( f : E \to \mathbb{R} \) which satisfies
\[
\forall (t, u, v) \in E, \quad f(t, u, v) \leq \varphi(|v|) \tag{4.14}
\]
and for every solution \( u \) of (4.6) on \( [\bar{\alpha}, \bar{\beta}] \) which is such that \( \bar{\alpha} \leq u \leq \bar{\beta}, \quad u'(\bar{a}) \leq r \) and \( u'(\bar{b}) \geq -r \) we have
\[
\|u'\|_{\infty} < R.
\]
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Similarly, for every continuous function \( f : E \rightarrow \mathbb{R} \) which satisfies
\[
\forall (t, u, v) \in E, \quad f(t, u, v) \geq -\bar{\varphi}(|v|)
\]
and for every solution \( u \) of (4.6) on \([\bar{a}, \bar{b}]\) which is such that \( \bar{\alpha} \leq u \leq \beta \), \( u'(\bar{a}) \geq -r \) and \( u'(\bar{b}) \leq r \) we have
\[
\|u'\|_\infty < R.
\]

Proof: Let \( u \) be a solution as above and assume by contradiction that \( \min_t u'(t) \leq -R \). Hence, there exists an interval \( I = [t_0, t_1] \) such that \( u'(t) \leq 0 \) on \( I \), \( u'(t_0) \leq -R \) and \( u'(t_1) = -r \). We deduce then the contradiction
\[
\int_{t_0}^{t_1} \frac{s \, ds}{\bar{\varphi}(s)} \leq \int_{-u'(t_0)}^{-u'(t_1)} \frac{s \, ds}{\bar{\varphi}(s)} = \int_{t_0}^{t_1} \frac{(-u'(t))(-u''(t))}{\bar{\varphi}(-u'(t))} \, dt = \int_{t_0}^{t_1} \frac{f(t, u(t), u'(t))}{\bar{\varphi}(|u'(t)|)} \, dt \\
\leq -u(t_1) + u(t_0) \leq \max_t \beta(t) - \min_t \alpha(t) < \int_{t_0}^{t_1} \frac{s \, ds}{\bar{\varphi}(s)}.
\]
A similar argument holds if \( \max_t u'(t) \geq R \).

The second part of the proposition is proved in the same way. \[\blacksquare\]

Remark An assumption as (4.14) is called a one-sided Nagumo condition. This condition applies for a problem such as
\[
\begin{align*}
& u'' + u'^3 + g(t, u) = 0, \\
& u(a) = u(b), \quad u'(a) = u'(b).
\end{align*}
\]

In the previous proposition, the condition
\[
f(t, u, v) \leq \bar{\varphi}(|v|)
\]
uses the same function \( \varphi \) for \( v \geq 0 \) and \( v \leq 0 \). A trivial generalization would be
\[
\begin{align*}
f(t, u, v) & \leq \bar{\varphi}_1(v), \quad \text{if } v \geq 0, \\
f(t, u, v) & \leq \bar{\varphi}_2(-v), \quad \text{if } v \leq 0.
\end{align*}
\]

Another variant concerns solutions such that a two-sided a priori bound is known but only in one of the boundary points.

**Proposition 4.6** Let \( \bar{\alpha} \) and \( \bar{\beta} \in C([\bar{a}, \bar{b}]) \) be such that \( \bar{\alpha} \leq \bar{\beta} \). Define \( E \subset [\bar{a}, \bar{b}] \times \mathbb{R}^2 \) from (4.7) (with \( a = \bar{a}, b = \bar{b}, \alpha = \bar{\alpha} \) and \( \beta = \bar{\beta} \)). Let \( r \geq 0, R > r \) and \( \bar{\varphi} : \mathbb{R}^+ \rightarrow \mathbb{R} \) be a positive continuous function satisfying (4.12).
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Then for every continuous function $f : E \rightarrow \mathbb{R}$ which satisfies

$$\forall (t, u, v) \in E, \quad \text{sgn}(v)f(t, u, v) \leq \bar{\phi}(|v|)$$

and for every solution $u$ of (4.6) on $[\bar{a}, \bar{b}]$, which is such that $\bar{\alpha} \leq u \leq \bar{\beta}$ and $|u'(\bar{a})| \leq r$, we have

$$\|u'\|_{\infty} < R.$$ 

Similarly, for every continuous function $f : E \rightarrow \mathbb{R}$ which satisfies

$$\forall (t, u, v) \in E, \quad \text{sgn}(v)f(t, u, v) \geq -\bar{\phi}(|v|)$$

and for every solution $u$ of (4.6) on $[\bar{a}, \bar{b}]$, which is such that $\bar{\alpha} \leq u \leq \bar{\beta}$ and $|u'(\bar{b})| \leq r$, we have

$$\|u'\|_{\infty} < R.$$ 

The reader will easily find examples of functions $f(t, u, v)$ which satisfy one and only one of these one-sided conditions.

**Exercise 4.1** Prove Proposition 4.6.

**Remark** Nagumo conditions and more specifically one-sided Nagumo conditions have a nice geometric interpretation. Assume for simplicity $\bar{\alpha}$ and $\bar{\beta}$ are constant and $f(t, \bar{a}, 0) < 0 < f(t, \bar{b}, 0)$. Consider then the assumption

$$f(t, u, v) < \bar{\phi}(v) \quad \text{for } v > 0.$$ 

In the phase space $(u, u')$ we define the curve $u' = \nu(u)$, where $\nu$ is the solution of the problem

$$v' = \frac{\bar{\phi}(v)}{v}, \quad \nu(\bar{\alpha}) = v_0.$$ 

If we assume (4.10) and choose $v_0 \in [0, r]$ it is easy to see that $\nu$ is defined on $[\bar{\alpha}, \bar{\beta}]$. Also, if $u \in [\bar{\alpha}, \bar{\beta}]$, the vector field corresponding to the differential equation (4.6) points downward along that curve. An assumption such as

$$f(t, u, v) > \bar{\phi}(v) \quad \text{for } v < 0$$

furnishes a curve $u' = \mu(u) < 0$ so that the vector field points upward. More generally, the vector field cannot be tangent from the inside along the boundary of the set

$$\mathcal{E} := \{(u, u') \mid \bar{\alpha} \leq u \leq \bar{\beta}, \mu(u) \leq u' \leq \nu(u)\}.$$ 

February 19, 2005
This geometry is essential to obtain existence of solutions from a degree argument or a modification method as we did in this chapter.

Notice that it is not essential for the vector field to point upward along the curve \( u' = \mu(u) \) and downward along the curve \( u' = \nu(u) \). Other geometries are possible. These underlie the various one-sided Nagumo conditions we mentioned above.

4.4 A generalization: the Carathéodory case

Observe that if \( \varphi \) is continuous, any \( L^p \)-Carathéodory function \( f \) that satisfies the Nagumo condition (4.8) is \( L^\infty \)-Carathéodory. In the next result, we extend the Nagumo condition so as to deal with \( L^p \)-Carathéodory functions which are not \( L^\infty \)-Carathéodory.

Proposition 4.7 Let \( \bar{\alpha}, \bar{\beta} \in C([a, b]) \) be such that \( \bar{\alpha} \leq \bar{\beta} \) and define \( r = \max\{\bar{\beta}(b) - \bar{\alpha}(a), \bar{\beta}(a) - \bar{\alpha}(b)\} / (b - a) \). Let \( p, q \in [1, \infty] \) be such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Assume there exist \( \bar{\psi} \in C(\mathbb{R}^+, \mathbb{R}_0^+) \), \( \bar{\varphi} \in L^p(a, b) \) and \( R > r \) such that

\[
\int_r^R \frac{r^{1/q}}{\bar{\varphi}(s)} \, ds > \|\bar{\psi}\|_{L^q}(\max_t \bar{\beta}(t) - \min_t \bar{\alpha}(t))^{1/q}. \tag{4.15}
\]

Define \( E \subset [a, b] \times \mathbb{R}^2 \) from (4.7) (with \( \alpha = \bar{\alpha} \) and \( \beta = \bar{\beta} \)).

Then, for every \( L^p \)-Carathéodory function \( f : E \to \mathbb{R} \) such that

for a.e. \( t \in [a, b] \) and all \( (u, v) \in \mathbb{R}^2 \), with \( (t, u, v) \in E \),

\[
|f(t, u, v)| \leq \bar{\psi}(t)\bar{\varphi}(|v|),
\]

and for every solution \( u \) of (4.6) such that \( \bar{\alpha} \leq u \leq \bar{\beta} \), we have

\[
\|u'\|_\infty < R.
\]

Proof: Let \( u \) be a solution of (4.6) and \( t \in [a, b] \) be such that \( u'(t) \geq R \). We can choose, as in the proof of Proposition 4.4, \( t_0 < t_1 \) (or \( t_0 > t_1 \)) such that \( u'(t_0) = r \), \( u'(t_1) = R \) and \( r \leq u'(s) \leq R \) on \([t_0, t_1]\) (or \([t_1, t_0]\)). Next, we write

\[
\int_r^R \frac{r^{1/q}}{\bar{\varphi}(r)} \, dr = \int_{t_0}^{t_1} \frac{u'^{1/q}(s)u''(s)}{\bar{\varphi}(u'(s))} \, ds = \int_{t_0}^{t_1} \frac{u'^{1/q}(s)f(s, u(s), u'(s))}{\bar{\varphi}(u'(s))} \, ds
\]

\[
\leq \left| \int_{t_0}^{t_1} \bar{\psi}(s)u'^{1/q}(s) \, ds \right| \leq \|\bar{\psi}\|_{L^q} \left| \int_{t_0}^{t_1} u'(s) \, ds \right|^{1/q}
\]

\[
\leq \|\bar{\psi}\|_{L^q}(\max_t \bar{\beta}(t) - \min_t \bar{\alpha}(t))^{1/q}.
\]

From (4.15) we obtain a contradiction and deduce that \( u'(t) < R \). In the same way we prove that \( u'(t) > -R \).
As a first remark, notice that (4.15) is obviously implied by

\[ \int_0^\infty \frac{s^{1/q}}{\varphi(s)} \, ds = \infty. \]

Also one-sided Nagumo conditions can be worked out for the Carathéodory case just as in Proposition 4.5.

**Proposition 4.8** Let \( \bar{\alpha} \) and \( \bar{\beta} \in C([\bar{a}, \bar{b}]) \) be such that \( \bar{\alpha} \leq \bar{\beta} \) and \( p, q \in [1, \infty] \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Assume there exist \( \bar{\varphi} \in C([R^+, \bar{R}^+]) \), \( \bar{\psi} \in L^p(\bar{a}, \bar{b}) \), \( r \geq 0 \) and \( R > r \) that satisfy (4.15). Define \( E \subset [\bar{a}, \bar{b}] \times \mathbb{R}^2 \) from (4.7) (with \( a = \bar{a}, b = \bar{b}, \alpha = \bar{\alpha} \) and \( \beta = \bar{\beta} \)).

Then, for every \( L^p \)-Carathéodory function \( f : E \to \mathbb{R} \) such that

for a.e. \( t \in [\bar{a}, \bar{b}] \) and all \( (u, v) \in \mathbb{R}^2 \), with \( (t, u, v) \in E \),

\[ f(t, u, v) \leq \bar{\psi}(t) \bar{\varphi}(|v|), \]

and for every solution \( u \) of (4.6) on \([\bar{a}, \bar{b}]\) such that \( \bar{\alpha} \leq u \leq \bar{\beta} \), \( u'(\bar{a}) \leq r \) and \( u'(\bar{b}) \geq -r \), we have

\[ \|u'\|_\infty < R. \]

Similarly, for every \( L^p \)-Carathéodory function \( f : E \to \mathbb{R} \) such that

for a.e. \( t \in [\bar{a}, \bar{b}] \) and all \( (u, v) \in \mathbb{R}^2 \), with \( (t, u, v) \in E \),

\[ f(t, u, v) \geq -\bar{\psi}(t) \bar{\varphi}(|v|), \]

and for every solution \( u \) of (4.6) on \([\bar{a}, \bar{b}]\) such that \( \bar{\alpha} \leq u \leq \bar{\beta} \), \( u'(\bar{a}) \geq -r \) and \( u'(\bar{b}) \leq r \), we have

\[ \|u'\|_\infty < R. \]

As in Proposition 4.6, we can deal with solutions \( u \) such that \( u'(\bar{a}) \) only (or \( u'(\bar{b}) \) only) is a priori bounded by some constant \( r \).

**Proposition 4.9** Let \( \bar{\alpha} \) and \( \bar{\beta} \in C([\bar{a}, \bar{b}]) \) be such that \( \bar{\alpha} \leq \bar{\beta} \) and \( p, q \in [1, \infty] \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Assume there exist \( \bar{\varphi} \in C([R^+, \bar{R}^+]) \), \( \bar{\psi} \in L^p(\bar{a}, \bar{b}) \), \( r \geq 0 \) and \( R > r \) that satisfy (4.15). Define \( E \subset [\bar{a}, \bar{b}] \times \mathbb{R}^2 \) from (4.7) (with \( a = \bar{a}, b = \bar{b}, \alpha = \bar{\alpha} \) and \( \beta = \bar{\beta} \)).

Then, for every \( L^p \)-Carathéodory function \( f : E \to \mathbb{R} \) such that

for a.e. \( t \in [\bar{a}, \bar{b}] \) and all \( (u, v) \in \mathbb{R}^2 \), with \( (t, u, v) \in E \),

\[ \text{sgn}(v) f(t, u, v) \leq \bar{\psi}(t) \bar{\varphi}(|v|), \quad \text{(resp. } \text{sgn}(v) f(t, u, v) \geq -\bar{\psi}(t) \bar{\varphi}(|v|)), \]

and for every solution \( u \) of (4.6) on \([\bar{a}, \bar{b}]\) such that \( \bar{\alpha} \leq u \leq \bar{\beta} \) and \( |u'(\bar{a})| \leq r \) (resp. \( |u'(\bar{b})| \leq r \)), we have

\[ \|u'\|_\infty < R. \]

**Exercise 4.2** Prove Propositions 4.8 and 4.9.
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5 BVP with derivative dependence: $C^2$-solutions

5.1 Definitions

Consider the periodic boundary value problem

$$u'' = f(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b). \quad (5.1)$$

The dependence of $f$ in the derivative $u'$ does not really change the definitions of lower and upper solutions. These are straightforward extensions of Definitions 2.1.

**Definitions 5.1** A function $\alpha \in C([a, b])$ such that $\alpha(a) = \alpha(b)$ is a $C^2$-lower solution of (5.1) if its periodic extension on $\mathbb{R}$, defined by $\alpha(t) = \alpha(t + b - a)$, is such that for any $t_0 \in \mathbb{R}$

either $D^- \alpha(t_0) < D^+ \alpha(t_0)$,

or there exist an open interval $I_0$ with $t_0 \in I_0$ and a function $\alpha_0 \in C^1(I_0)$ such that

(a) $\alpha(t_0) = \alpha_0(t_0)$ and $\alpha(t) \geq \alpha_0(t)$ for all $t \in I_0$;

(b) $\alpha_0''(t_0)$ exists and $\alpha_0''(t_0) \geq f(t_0, \alpha_0(t_0), \alpha_0'(t_0))$.

A function $\beta \in C([a, b])$ such that $\beta(a) = \beta(b)$ is a $C^2$-upper solution of (5.1) if its periodic extension on $\mathbb{R}$ is such that for any $t_0 \in \mathbb{R}$

either $D^- \beta(t_0) > D^+ \beta(t_0)$,

or there exist an open interval $I_0$ with $t_0 \in I_0$ and a function $\beta_0 \in C^1(I_0)$ such that

(a) $\beta(t_0) = \beta_0(t_0)$ and $\beta(t) \leq \beta_0(t)$ for all $t \in I_0$;

(b) $\beta_0''(t_0)$ exists and $\beta_0''(t_0) \leq f(t_0, \beta_0(t_0), \beta_0'(t_0))$.

**Remark** Let $\alpha$ be a lower solution and assume $t_0$ is such that

$$D^- \alpha(t_0) \geq D^+ \alpha(t_0).$$

From the definition, there exists then $\alpha_0 \in C^1(I_0)$ such that $\alpha(t_0) = \alpha_0(t_0)$ and $\alpha(t) \geq \alpha_0(t)$ on $I_0$. It follows that

$$D_- \alpha(t_0) \leq D^- \alpha(t_0) \leq \alpha_0'(t_0) \leq D^+ \alpha(t_0) \leq D^+ \alpha(t_0) \leq D_- \alpha(t_0),$$

which implies $\alpha$ has a derivative at $t_0$ and $\alpha'(t_0) = \alpha_0'(t_0)$.

As in Section 2, we can build lower and upper solutions from maxima of lower solutions and minima of upper solutions.
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Proposition 5.1 Let $\alpha_i \in C([a, b]) \ (i = 1, \ldots, n)$ be $C^2$-lower solutions of (5.1). Then the function
\[
\alpha(t) = \max_{1 \leq i \leq n} \alpha_i(t), \quad t \in [a, b]
\]
is a $C^2$-lower solution of (5.1).

Proposition 5.2 Let $\beta_j \in C([a, b]) \ (j = 1, \ldots, m)$ be $C^2$-upper solutions of (5.1). Then the function
\[
\beta(t) = \min_{1 \leq j \leq m} \beta_j(t), \quad t \in [a, b]
\]
is a $C^2$-upper solution of (5.1).

Exercise 5.1 Prove the above propositions.

5.2 Existence of solutions

For a first and simple approach, we state a theorem which uses a two-sided Nagumo condition. As we will see later, this can be generalized in various directions.

Theorem 5.3 Let $\alpha$ and $\beta$ be $C^2$-lower and upper solutions of the problem (5.1) such that $\alpha \leq \beta$, $E$ be defined in (4.7), $\varphi : \mathbb{R}^+ \to \mathbb{R}$ be a positive continuous function satisfying (4.9) and $f : E \to \mathbb{R}$ be a continuous function which satisfies (4.8).

Then the problem (5.1) has at least one solution $u \in C^2([a, b])$ such that for all $t \in [a, b]$
\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

Proof: Consider the modified problem
\[
u'' = \lambda f(t, \gamma(t, u), u') + \varphi(|u'|)(u - \lambda \gamma(t, u)),
u(a) = u(b), \ u'(a) = u'(b),\tag{5.2}
\]
where $\gamma : [a, b] \times \mathbb{R} \to \mathbb{R}$ is defined by (1.3). Choose $\rho > 0$ such that
\[
-\rho < \alpha(t) \leq \beta(t) < \rho,
\]
\[
f(t, \alpha(t), 0) + \varphi(0)(-\rho - \alpha(t)) < 0,
f(t, \beta(t), 0) + \varphi(0)(\rho - \beta(t)) > 0.
\]

Claim 1 – Every solution $u$ of (5.2) with $\lambda \in [0, 1]$ is such that $-\rho < u(t) < \rho$ on $[a, b]$. Assume there exists $t_0$ such that $u(t_0) = \min_t u(t) \leq -\rho$. This leads to a contradiction since then
\[
0 \leq u''(t_0) = \lambda[f(t_0, \alpha(t_0), 0) + \varphi(0)(u(t_0) - \alpha(t_0))] + (1 - \lambda)\varphi(0)u(t_0) < 0.
\]
Similarly, we prove that $u(t) < \rho$ on $[a, b]$.
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Claim 2 – There exists $R > 0$ such that every solution $u$ of (5.2) with $\lambda \in [0, 1]$ satisfies $\|u\|_{\infty} < R$. The claim follows choosing $R > 0$ from Proposition 4.4, where $\bar{\alpha} = -\rho$, $\bar{\beta} = \rho$ and $\bar{\varphi}(v) = (1 + 2\rho)\varphi(v)$.

Claim 3 – Existence of solutions of (5.2) for $\lambda = 1$. Let us define the operators

$L : \text{Dom } L \subset C^1([a, b]) \to C([a, b]), u \mapsto u'' - u,$

$N_{\lambda} : C^1([a, b]) \to C([a, b]), u \mapsto \lambda f(t, \gamma(t, u), u') + \varphi(|u'|)(u - \lambda \gamma(t, u)) - u,$

where $\text{Dom } L = \{u \in C^2([a, b]) \mid u(a) = u(b), u'(a) = u'(b)\}$. Observe that $L$ has a compact inverse. Hence, we can define the completely continuous operator

$T_{\lambda}(u) = L^{-1}N_{\lambda}(u).$

From degree theory, we have that

$\deg(T_0, \Omega) = \deg(T_1, \Omega),$

where

$\Omega = \{u \in C^1([a, b]) \mid \|u\|_{\infty} < \rho, \|u'\|_{\infty} < R\}.$

Using the Odd Mapping Theorem A-1.5, we compute that

$\deg(T_0, \Omega) \neq 0$

and the problem (5.2) with $\lambda = 1$ has a solution $u$.

Conclusion – Using the argument in Theorem 2.3, we prove that this solution $u$ is such that for all $t \in [a, b]$

$\alpha(t) \leq u(t) \leq \beta(t).$

Hence $u$ is also a solution of (5.1).

Notice that we can try to prove this result using the modified problem

$u'' - u = f(t, \gamma(t, u), \delta(u')) - \gamma(t, u),$

$u(a) = u(b), \quad u'(a) = u'(b), \quad (5.3)$

where $\gamma(t, u)$ is defined from (1.3) and $\delta(v) = \min\{R, \max\{-R, v\}\}$. The proof follows as in Theorem 2.3 provided $\alpha$ and $\beta$ are in $W^{1, \infty}(a, b)$. On the other hand, with this last assumption we can weaken the condition (4.9) on $\varphi$ and assume

$\int_0^{\infty} \frac{s \, ds}{\varphi(s)} > \max_t \beta(t) - \min_t \alpha(t). \quad (5.4)$

As always for periodic problems, we can also replace the two-sided Nagumo condition by a one-sided one.
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Theorem 5.4 Let \( \alpha, \beta \in W^{1,\infty}(a, b) \) be \( C^2 \)-lower and upper solutions of the problem (5.1) such that \( \alpha \leq \beta \), \( E \) be defined in (4.7), \( \varphi : \mathbb{R}^+ \rightarrow \mathbb{R} \) be a positive continuous function satisfying (5.4) and \( f : E \rightarrow \mathbb{R} \) a continuous function which satisfies (4.14) (with \( \bar{\varphi} = \varphi \)).

Then the problem (5.1) has at least one solution \( u \in C^2([a, b]) \) such that for all \( t \in [a, b] \)
\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

Proof : Let \( R \) be large enough so that
\[
\int_0^R s \, ds > \max_t \beta(t) - \min_t \alpha(t).
\]
and
\[
\max \{\|D^+\alpha\|_\infty, \|D_-\alpha\|_\infty, \|D_-\beta\|_\infty, \|D^+\beta\|_\infty \} \leq R.
\]
Consider then the modified problem (5.3).

**Step 1** – Using Schauder’s Theorem, we prove that problem (5.3) has a solution \( u \).

**Step 2** – The solution \( u \) is such that \( \alpha(t) \leq u(t) \leq \beta(t) \) on \([a, b]\). This follows from the argument in the proof of Theorem 2.3. As a consequence, \( u \) satisfies
\[
\begin{align*}
\frac{d^2}{dt^2} u(t) &= f(t, u(t), \delta(u'(t))), \\
u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
\]

(5.5)

**Step 3** – The solution \( u \) is such that \( \|u'\|_\infty \leq R \). As \( u \) solves a periodic problem, there exists \( \bar{a} \in [a, b] \) such that \( u'(\bar{a}) = 0 \). Let \( \bar{b} = \bar{a} + b - a \) and consider the periodic extension of \( u \) on \([\bar{a}, \bar{b}]\). Observe that, for all \((t, u, v) \in E \) (with \( a = \bar{a} \) and \( b = \bar{b} \)),
\[
f(t, u, \delta(v)) \leq \bar{\varphi}(|v|),
\]
where \( \bar{\varphi}(v) : = \varphi(\delta(v)) \) satisfies (4.12) with \( r = 0 \). From Proposition 4.5, every solution \( u \in [\alpha, \beta] \) of (5.5) satisfies
\[
\|u'\|_\infty < R.
\]
It follows that the function \( u \) is a solution of (5.1). \( \blacksquare \)

The bound on the derivative of the lower and upper solutions can be replaced by one-sided bound on \( f(t, \alpha(t), \alpha'(t)) \) and \( f(t, \beta(t), \beta'(t)) \). The key of the proof of this generalization is to use an appropriate modified problem.
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Theorem 5.5 Let \( \alpha, \beta \in \mathcal{C}([a, b]) \) be \( \mathcal{C}^2 \)-lower and upper solutions of the problem (5.1) such that \( \alpha \leq \beta \). Define \( A \subset [a, b] \) (resp. \( B \subset [a, b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Let \( E \) be defined in (4.7), \( \varphi : \mathbb{R}^+ \to \mathbb{R} \) be a positive continuous function satisfying (5.4) and \( f : E \to \mathbb{R} \) a continuous function which satisfies (4.14) (with \( \bar{\varphi} = \varphi \)). Assume there exists \( N > 0 \) such that, for all \( t \in A \) (resp. for all \( t \in B \))

\[
\begin{align*}
&f(t, \alpha(t), \alpha'(t)) \geq -N \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N) \quad \text{(5.6)}
\end{align*}
\]

Then the problem (5.1) has at least one solution \( u \in \mathcal{C}^2([a, b]) \) such that for all \( t \in [a, b] \)

\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

Proof: Let \( R \) be large enough so that

\[
\int_0^R s \varphi(s) ds > \max_t \beta(t) - \min_t \alpha(t).
\]

Increasing the value of \( N \) if necessary, we can assume

\[
N \geq \max \{|f(t, u, v)| : t \in [a, b], \alpha(t) \leq u \leq \beta(t), |v| \leq R \}.
\]

Consider then the modified problem

\[
\begin{align*}
&u'' - u = \tilde{f}(t, u, u') - \gamma(t, u), \\
u(a) = u(b), \quad u'(a) = u'(b),
\end{align*}
\]  

(5.7)

where \( \tilde{f}(t, u, v) := \max\{\min\{f(t, \gamma(t, u), v), N\}, -N\} \) and \( \gamma(t, u) \) is defined in (1.3).

Step 1 – Using Schauder’s Theorem we prove that problem (5.7) has a solution \( u \).

Step 2 – The solution \( u \) is such that \( \alpha \leq u \leq \beta \). Extend \( \alpha \) and \( u \) by periodicity. Let \( t_0 \in [a, b] \) be such that

\[
u(t_0) - \alpha(t_0) = \min_t (u(t) - \alpha(t)) < 0.
\]

This implies

\[
D_- \alpha(t_0) \geq D^+ \alpha(t_0)
\]

and there exists \( \alpha_0 \in \mathcal{C}^1(I_0) \) as in Definition 5.1. It follows that \( t_0 \) is a minimum of \( u - \alpha_0 \), \( (u - \alpha_0)'(t_0) = 0 \) and \( (u - \alpha_0)''(t_0) \geq 0 \). From the
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remark that follows Definition 5.1, we have $\alpha'(t_0) = \alpha'_0(t_0)$. Hence $t_0 \in A$ and

$$f(t_0, u(t_0), u'(t_0)) \leq f(t_0, \alpha(t_0), \alpha'(t_0)) = f(t_0, \alpha_0(t_0), \alpha'_0(t_0)).$$

We compute now

$$0 \leq u''(t_0) - \alpha''_0(t_0) = \bar{f}(t_0, u(t_0), u'(t_0)) + u(t_0) - \alpha_0(t_0) - \alpha''_0(t_0)$$

$$\leq f(t_0, \alpha_0(t_0), \alpha'_0(t_0)) - \alpha''_0(t_0) + u(t_0) - \alpha_0(t_0) < 0$$

which is a contradiction.

In a similar way we prove that $u \leq \beta$.

As a consequence, $u$ satisfies

$$u'' = \max\{\min\{f(t, u, u'), N\}, -N\},$$

$$u(a) = u(b), \ u'(a) = u'(b). \tag{5.8}$$

**Step 3 – The solution $u$ is such that $|u'(t)| \leq R$ on $[a, b]$.** Observe that, for all $(t, u, v) \in E$,

$$\max\{\min\{f(t, u, v), N\}, -N\} \leq \varphi(|v|).$$

From Proposition 4.5 (with $r = 0$ and $\bar{\varphi} = \varphi$), every solution $u \in [\alpha, \beta]$ of (5.8) satisfies

$$\|u'\|_{\infty} < R.$$ 

Hence $|f(t, u(t), u'(t))| \leq N$ and the function $u$ is a solution of (5.1). \hfill \blacksquare

Notice the idea of the modification (5.7). Here $f$ is truncated rather than $u$ and $u'$.

Remark also that condition (5.6) is satisfied if $\alpha, \beta \in W^{1,\infty}(a, b)$ or if $f$ does not depend on $u'$.

**Remark** The Theorems 5.3, 5.4 and 5.5 are still valid if we replace the Nagumo condition (4.8) or the one-sided Nagumo condition (4.14) by this last one-sided condition or any of the following one:

(a) for all $(t, u, v) \in E$, $f(t, u, v) \geq -\varphi(|v|)$;

(b) for all $(t, u, v) \in E$, $\text{sgn}(v)f(t, u, v) \leq \varphi(|v|)$;

(c) for all $(t, u, v) \in E$, $\text{sgn}(v)f(t, u, v) \geq -\varphi(|v|)$.
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5.3 Structure of the set of solutions

The following results concern existence of maximal and minimal solutions between \( \alpha \) and \( \beta \) as well as existence of a continuum of solutions.

**Theorem 5.6** Let \( \alpha \) and \( \beta \) be \( C^2 \)-lower and upper solutions of the problem (5.1) such that \( \alpha \leq \beta \), \( E \) be defined in (4.7), \( \varphi : \mathbb{R}^+ \to \mathbb{R} \) be a positive continuous function satisfying (4.9) and \( f : E \to \mathbb{R} \) be a continuous function which satisfies (4.8).

Then the problem (5.1) has a minimal solution \( u_{\min} \in C^2([a, b]) \) and a maximal solution \( u_{\max} \in C^2([a, b]) \) in \( [\alpha, \beta] \), i.e.

\[
\alpha \leq u_{\min} \leq u_{\max} \leq \beta,
\]

and any other solution \( u \) of (5.1) such that \( \alpha \leq u \leq \beta \) satisfies

\[
u_{\min} \leq u \leq u_{\max}.
\]

**Theorem 5.7** Assume the hypothesis of Theorem 5.6 hold and \( f \) is nondecreasing with respect to \( u \).

Then for any \( t_0 \in [a, b] \) and \( u^* \in \mathbb{R} \) with \( u_{\min}(t_0) \leq u^* \leq u_{\max}(t_0) \), there exists a solution \( u \in C^2([a, b]) \) of (5.1) such that \( u_{\min} \leq u \leq u_{\max} \) and \( u(t_0) = u^* \).

**Exercise 5.2** Prove the above results adapting the proofs of Theorems 2.4 and 2.5.

**Exercise 5.3** State and prove the counterpart of Theorem 5.6 under the assumptions of Theorem 5.5.

6 BVP with derivative dependence:

\( W^{2,1} \)-solutions

For problems with a nonlinearity that depends on the derivative and satisfies an \( L^1 \)-Carathéodory condition, the definitions of lower and upper solutions are the obvious extensions of Definitions 3.1.

**Definitions 6.1** A function \( \alpha \in C([a, b]) \) such that \( \alpha(a) = \alpha(b) \) is a \( W^{2,1} \)-lower solution of (5.1) if its periodic extension on \( \mathbb{R} \), defined by \( \alpha(t) = \alpha(t + b - a) \), is such that for any \( t_0 \in \mathbb{R} \), either \( D_- \alpha(t_0) < D^+ \alpha(t_0) \),
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or there exists an open interval $I_0$ such that $t_0 \in I_0$, $\alpha \in W^{2,1}(I_0)$ and, for a.e. $t \in I_0$,

$$\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)).$$

A function $\beta \in C([a, b])$ such that $\beta(a) = \beta(b)$ is a $W^{2,1}$-upper solution of (5.1) if its periodic extension on $\mathbb{R}$, defined by $\beta(t) = \beta(t + b - a)$, is such that for any $t_0 \in \mathbb{R}$ either $D^-$ $\beta(t_0) > D^+ \beta(t_0)$, or there exists an open interval $I_0$ such that $t_0 \in I_0$, $\beta \in W^{2,1}(I_0)$ and, for a.e. $t \in I_0$,

$$\beta''(t) \leq f(t, \beta(t), \beta'(t)).$$

Our first result uses lower and upper solutions which are in $W^{1,\infty}$. This assumption is not essential but it allows a method of proof which is interesting by itself.

**Theorem 6.1** Let $\alpha$ and $\beta \in W^{1,\infty}(a, b)$ be $W^{2,1}$-lower and upper solutions of (5.1) such that $\alpha \leq \beta$.

Let $E$ be defined from (4.7) and $p, q \in [1, \infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. Assume $f : E \to \mathbb{R}$ satisfies an $L^p$-Carathéodory condition.

Assume moreover there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0)$ and $\psi \in L^p(a, b)$ with

$$\int_0^\infty \frac{s^{1/q}}{\varphi(s)} \, ds > \|\psi\|_{L^p} \left(\max_t \beta(t) - \min_t \alpha(t)\right)^{1/q}$$

(6.1)

and that the function $f$ satisfies one of the following one-sided Nagumo condition:

(a) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$f(t, u, v) \leq \psi(t)\varphi(|v|);$$

(b) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$f(t, u, v) \geq -\psi(t)\varphi(|v|);$$

(c) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$\text{sgn}(v)f(t, u, v) \leq \psi(t)\varphi(|v|);$$

(d) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$\text{sgn}(v)f(t, u, v) \geq -\psi(t)\varphi(|v|).$$

Then the problem (5.1) has at least one solution $u \in W^{2,p}(a, b)$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$
A natural idea to prove this theorem is to use a modified problem. For example, we could consider (5.3) as in Theorem 5.4. To prove then that solutions of the modified problem lie between $\alpha$ and $\beta$ imposes however that $f$ satisfies an extra assumption such as Condition (A) in Proposition III-1.5. To avoid such an unnecessary condition, we will use another modified problem. This will need several auxiliary results.

**Lemma 6.2** Let $u \in W^{1,\infty}(a, b)$. Then $u^t = \max\{u, 0\} \in W^{1,\infty}(a, b)$ and

\[
\frac{d}{dt} u^+(t) = \begin{cases} \frac{d}{dt} u(t), & \text{if } u(t) > 0, \\ 0, & \text{if } u(t) \leq 0. \end{cases}
\]

**Proof:** See [187, Theorem A1 (p.50)].

**Lemma 6.3** Let $u \in W^{1,\infty}(a, b)$ and $(u_n)_n \subset W^{1,\infty}(a, b)$ be such that $u_n \to u$ in $W^{1,\infty}(a, b)$. Then $u_n^+ \to u^+$ in $C([a, b])$ and for almost every $t \in [a, b]$

\[
\lim_{n \to \infty} \frac{d}{dt} u_n^+(t) = \frac{d}{dt} u^+(t).
\]

**Proof:** The first part of the proof comes from the continuity of the application $P : u \mapsto u^+$ as follows from

\[
||u_n^+ - u^+||_\infty \leq ||u_n - u||_\infty.
\]

To prove the second part, notice that for almost every $t$, the derivatives $\frac{d}{dt} u^+(t)$, $\frac{d}{dt} u(t)$, $\frac{d}{dt} u_n^+(t)$ and $\frac{d}{dt} u_n(t)$ exist and $\lim_{n \to \infty} \frac{d}{dt} u_n(t) = \frac{d}{dt} u(t)$. Let $t$ be such a point. If $u(t) > 0$, we have $\frac{d}{dt} u^+(t) = \frac{d}{dt} u(t)$ and, for $n$ large enough, $u_n(t) > 0$. This implies that, for such a $n$,

\[
\frac{d}{dt} u_n^+(t) = \frac{d}{dt} u_n(t), \quad \text{and} \quad \lim_{n \to \infty} \frac{d}{dt} u_n^+(t) = \frac{d}{dt} u^+(t).
\]

Similarly, if $u(t) < 0$, we have $\frac{d}{dt} u^+(t) = 0$ and for $n$ large enough,

\[
\frac{d}{dt} u_n^+(t) = 0.
\]

At last, if $u(t) = 0$ and as at point $t$ both derivatives $\frac{d}{dt} u^+(t)$ and $\frac{d}{dt} u(t)$ exist, we have $\frac{d}{dt} u^+(t) = 0$ and also $\frac{d}{dt} u(t) = 0$. As $\frac{d}{dt} u_n^+(t)$ is $\frac{d}{dt} u_n(t)$ or 0, this implies

\[
\lim_{n \to \infty} \frac{d}{dt} u_n^+(t) = 0 = \frac{d}{dt} u(t).
\]
Corollary 6.4 Let $\alpha$ and $\beta \in W^{1,\infty}(a, b)$ be such that $\alpha \leq \beta$, and define $\gamma(t, u)$ from (1.3).

Then, for any $u \in W^{1,\infty}(a, b)$, we have $\gamma(., u) \in W^{1,\infty}(a, b)$ and

$$\frac{d}{dt}\gamma(t, u(t)) = \alpha'(t), \quad \text{if } u(t) < \alpha(t),$$
$$= u'(t), \quad \text{if } \alpha(t) \leq u(t) \leq \beta(t),$$
$$= \beta'(t), \quad \text{if } \beta(t) < u(t).$$

Further, if $(u_n)_n \subset W^{1,\infty}(a, b)$ is such that $u_n \to u$ in $W^{1,\infty}(a, b)$, then

$$\gamma(., u_n) \to \gamma(., u)$$

in $C([a, b])$ and for almost every $t \in [a, b]$

$$\lim_{n \to \infty} \frac{d}{dt}\gamma(t, u_n(t)) = \frac{d}{dt}\gamma(t, u(t)).$$

Proof : One can notice that

$$\gamma(t, u(t)) = u(t) + (\alpha - u)^+(t) - (u - \beta)^+(t)$$

and use Lemmas 6.2 and 6.3. \hfill \blacksquare

Lemma 6.5 Let $\alpha$ and $\beta \in W^{1,\infty}(a, b)$ be such that $\alpha \leq \beta$, define $\gamma(t, u)$ from (1.3) and $E$ from (4.7), and assume $f : E \to \mathbb{R}$ satisfies an $L^1$-Carathéodory condition.

Then, for any $u \in C^1([a, b])$, the function

$$(Tu)(t) = \int_a^b G(t, s)f(s, \gamma(s, u(s))), \frac{d}{ds}\gamma(s, u(s))) ds, \quad (6.2)$$

where $G(t, s)$ is the Green’s function corresponding to the problem (1.4), is in $C^1([a, b])$. Further, the operator

$$T : C^1([a, b]) \to C^1([a, b])$$

defined by (6.2) is completely continuous.

Proof : Notice that given $u \in C^1([a, b])$, it follows from Corollary 6.4 that $f(s, \gamma(s, u(s))), \frac{d}{ds}\gamma(s, u(s)))$ is in $L^1(a, b)$. It is then straightforward to see that $Tu$ is in $C^1([a, b])$.
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Next, let \( u_n \to u \) in \( C^1([a, b]) \). From

\[
|T(u_n)(t) - T(u)(t)| \leq \max_{t,s} |G(t, s)| \int_a^b |f(s, \gamma(s, u_n(s))), \frac{d}{ds} \gamma(s, u_n(s))| ds,
\]

Lebesgue’s Dominated Convergence Theorem and Corollary 6.4, we have

\[
T(u_n) \to T(u)
\]

in \( C([a, b]) \). Similarly, one proves \( \frac{d}{dt} T(u_n) \to \frac{d}{dt} T(u) \) in \( C([a, b]) \) as \( u_n \to u \) in \( C^1([a, b]) \). The continuity of \( T \) follows.

At last, the complete continuity of \( T \) follows as usually from Arzelà-Ascoli Theorem.

Proof of Theorem 6.1 : Let \( R > \max\{\|\alpha\|_\infty, \|\beta\|_\infty\} \) be large enough so that

\[
\int_0^R \frac{s^{1/q}}{\varphi(s)} ds > \|\psi\|_{L^p}(\max_t \beta(t) - \min_t \alpha(t))^{1/q}.
\]

Consider the modified problem

\[
\begin{align*}
  u'' - u &= \bar{f}(t, \gamma(t, u), \frac{d}{dt} \gamma(t, u)) - \gamma(t, u), \\
  u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]

where \( \bar{f}(t, u, v) := f(t, u, \max\{\min\{v, R\}, -R\}) \) and \( \gamma(t, u) \) is defined by (1.3). Notice that (6.3) is a functional equation.

Claim 1 – The problem (6.3) has at least one solution. We can write (6.3) as a fixed point problem

\[
  u = Tu,
\]

where

\[
  (Tu)(t) = \int_a^b G(t, s)(\bar{f}(t, \gamma(t, u), \frac{d}{dt} \gamma(t, u)) - \gamma(t, u)) ds.
\]

This operator is clearly bounded and from Lemma 6.5 we know it is completely continuous. Hence, by Schauder’s Theorem, \( T \) has a fixed point which is a solution of (6.3).
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6. BVP with derivative dependence: $W^{2,1}$-solutions

Claim 2 – The solution $u$ of (6.3) satisfies on $[a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

This claim follows from the argument used to prove Theorem 3.1.

Claim 3 – The solution $u$ of (6.3) is such that $\|u'\|_\infty \leq R$. This is proved from the argument used in Theorem 5.4 with Proposition 4.5 replaced by Proposition 4.8 or 4.9.

Conclusion – It follows now from Claims 2 and 3 that the solution $u$ of (6.3) solves (5.1).

The following theorem extends Theorem 6.1 to lower and upper solutions whose derivative is not in $L^\infty(a, b)$. As in Theorem 5.5, we have to assume a one-sided bound on $f(t, \alpha(t), \alpha'(t))$ and $f(t, \beta(t), \beta'(t))$. Notice that such a condition holds if $\alpha$ and $\beta \in W^{1,\infty}(a, b)$.

**Theorem 6.6** Let $\alpha$ and $\beta \in C([a, b])$ be $W^{2,1}$-lower and upper solutions of (5.1) such that $\alpha \leq \beta$. Define $A \subset [a, b]$ (resp. $B \subset [a, b]$) to be the set of points where $\alpha$ (resp. $\beta$) is derivable.

Let $E$ be defined from (4.7) and $p, q \in [1, \infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. Assume $f : E \to \mathbb{R}$ satisfies an $L^p$-Carathéodory condition and there exists $N \in L^1(a, b)$, $N > 0$ such that for a.e. $t \in A$ (resp. for a.e. $t \in B$)

$$f(t, \alpha(t), \alpha'(t)) \geq -N(t) \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N(t)).$$

Assume moreover there exist $\varphi \in C(\mathbb{R}_+, \mathbb{R}_0^+)$ and $\psi \in L^p(a, b)$ satisfying (6.1) and that the function $f$ satisfies one of the one-sided Nagumo conditions (a), (b), (c) or (d) in Theorem 6.1.

Then the problem (5.1) has at least one solution $u \in W^{2,p}(a, b)$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

**Proof** - The proof proceeds in several steps.

**Step 1: The modified problem.** Let $R > 0$ be large enough so that

$$\int_0^R \frac{s^{1/q}}{\varphi(s)} ds > \|\psi\|_{L^p} (\max_t \beta(t) - \min_t \alpha(t))^{1/q}.$$ 

Increasing $N$ if necessary, we can assume $N(t) \geq |f(t, u, v)|$ if $t \in [a, b]$, $\alpha(t) \leq u \leq \beta(t)$ and $|v| \leq R$. Define then

$$\bar{f}(t, u, v) = \max \{\min \{f(t, \gamma(t), u), N(t)\}, -N(t)\},$$

$$\omega_1(t, \delta) = \chi_A(t) \max_{|v| \leq \delta} |\bar{f}(t, \alpha(t), \alpha'(t) + v) - \bar{f}(t, \alpha(t), \alpha'(t))|,$$

$$\omega_2(t, \delta) = \chi_B(t) \max_{|v| \leq \delta} |\bar{f}(t, \beta(t), \beta'(t) + v) - \bar{f}(t, \beta(t), \beta'(t))|.$$
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where $\gamma$ is defined from (1.3), $\chi_A$ and $\chi_B$ are the characteristic functions of the sets $A$ and $B$. It is clear that $\omega_1$ are $L^1$-Carathéodory functions, nondecreasing in $\delta$, such that $\omega_i(t, 0) = 0$ and $|\omega_i(t, \delta)| \leq 2N(t)$.

We consider now the modified problem

$$
\begin{aligned}
\frac{d^2}{dt^2} u - u &= f(t, u, u') - \omega(t, u), \\
u(a) &= u(b), \quad u'(a) = u'(b),
\end{aligned}
$$

(6.4)

where

$$
\omega(t, u) = \begin{cases} 
\beta(t) - \omega_2(t, u - \beta(t)), & \text{if } u > \beta(t), \\
u, & \text{if } \alpha(t) \leq u \leq \beta(t), \\
\alpha(t) + \omega_1(t, u - \alpha(t) - u), & \text{if } u < \alpha(t).
\end{cases}
$$

**Step 2:** Existence of a solution of (6.4). Notice that the operator

$$
T : C^1([a, b]) \to C^1([a, b])
$$

defined by

$$(Tu)(t) = \int_a^b G(t, s)[f(s, u(s), u'(s)) - \omega(s, u(s))] \, ds,
$$

where $G(t, s)$ is the Green’s function corresponding to (1.4), is completely continuous and bounded. Hence, by Schauder’s Theorem, $T$ has a fixed point $u$ which is a solution of (6.4).

**Step 3:** The solution $u$ of (6.4) is such that $\alpha \leq u \leq \beta$. Let us assume on the contrary that for some $t_0 \in \mathbb{R}$

$$
\min_t (u(t) - \alpha(t)) = u(t_0) - \alpha(t_0) < 0.
$$

Then, as in Theorem 3.1, there exists an open interval $I_0$ with $t_0 \in I_0$, $\alpha \in W^{2, 1}(I_0)$ and, for a.e. $t \in I_0$,

$$
\frac{d^2}{dt^2} u(t) \geq f(t, \alpha(t), u'(t)).
$$

Further $u'(t_0) - \alpha'(t_0) = 0$ and for $t \geq t_0$ near enough $t_0$

$$
|u'(t) - \alpha'(t)| \leq \alpha(t) - u(t).
$$

As $\omega_1$ is nondecreasing and $\bar{f}(t, \alpha(t), \alpha'(t)) \leq f(t, \alpha(t), \alpha'(t))$, we have for $t \geq t_0$ near enough $t_0$

$$
\begin{align*}
\frac{d}{dt} (u'(t) - \alpha'(t)) &= \int_{t_0}^t (u''(s) - \alpha''(s)) \, ds \\
&\leq \int_{t_0}^t [\bar{f}(s, \alpha(s), u'(s)) - f(s, \alpha(s), \alpha'(s)) + u(s) - \alpha(s) - \omega_1(s, \alpha(s) - u(s))] \, ds < 0.
\end{align*}
$$

This proves $u(t_0) - \alpha(t_0)$ is not a minimum of $u - \alpha$ which is a contradiction.

A similar argument holds to prove $u \leq \beta$.
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Step 4: The solution \( u \) of (6.4) is such that \( \| u' \|_\infty < R \). Observe that for all \((t, u, v) \in E\), one of the conditions (a), (b), (c) or (d) in Theorem 6.1 is satisfied with \( f(t, u, v) \) replaced by \( \tilde{f}(t, u, v) \). Extending \( u \) by periodicity and using Propositions 4.8 or 4.9, we prove then that every solution \( u \in [\alpha, \beta] \) of (6.4) satisfies

\[
\| u' \|_\infty < R.
\]

**Conclusion.** It follows from Step 3 and 4 that the solution \( u \) of (6.4) solves (5.1).

We can improve Theorems 6.1 and 6.6 by assuming that \( f \) is an \( L^r \)-Carathéodory function and that conditions (a) to (d) are satisfied with \( \psi \in L^p(a,b) \), where \( r \) is not necessary equal to \( p \). Observe that a Nagumo condition \(|f(t, u, v)| \leq \psi(t)\varphi(|v|)\) would imply \( r \geq p \) and the solution would be in \( W^{2,r}(a,b) \).

As a first illustration consider the following example where Theorem 5.5 does not apply.

**Example 6.1** Consider the boundary value problem

\[
\begin{align*}
  u'' &= \frac{1}{\sqrt{t}}|u'|^a + u + t, \\
  u(0) &= u(1), \quad u'(0) = u'(1),
\end{align*}
\]

where \( 1 \leq a < 3/2 \). Existence of a solution in \( W^{2,2-\epsilon}(0,1) \), for \( \epsilon > 0 \) small enough, follows from Theorem 6.1 with \( \alpha(t) = -1, \beta(t) = 0, p = \frac{1}{2-a} < 2, \psi(t) = \frac{1}{\sqrt{t}} \) and \( \varphi(y) = y^a + 1 \). Notice that

\[
\int_0^\infty \frac{s^{1/q}}{\varphi(s)} ds = \int_0^\infty \frac{s^{a-1}}{s^a + 1} ds = \infty.
\]

In Theorem 6.6, the limit cases \( p = \infty, q = 1 \), and \( p = 1, q = \infty \) are of interest. If \( p = \infty, q = 1 \), it is natural to choose \( \psi = 1 \) and (6.1) reads

\[
\int_0^\infty \frac{s ds}{\varphi(s)} > \max_t \beta(t) - \min_t \alpha(t).
\]

In this case, Theorems 6.6 and 5.5 differ from the regularity assumptions. If \( p = 1, q = \infty \), condition (6.1) becomes

\[
\int_0^\infty \frac{ds}{\varphi(s)} > \| \psi \|_{L^1}
\]

and we obtain the following corollary.
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Corollary 6.7 Let $\alpha$ and $\beta \in C([a, b])$ be $W^{2,1}$-lower and upper solutions of (5.1) such that $\alpha \leq \beta$. Define $A \subset [a, b]$ (resp. $B \subset [a, b]$) to be the set of points where $\alpha$ (resp. $\beta$) is derivable.

Let $E$ be defined by (4.7). Assume $f : E \to \mathbb{R}$ satisfies an $L^1$-Carathéodory condition and there exists $N \in L^1(a, b), N > 0$ such that for a.e. $t \in A$ (resp. for a.e. $t \in B$)

$$f(t, \alpha(t), \alpha'(t)) \geq -N(t) \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N(t)).$$

Assume moreover there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0)$ and $\psi \in L^1(a, b)$ with

$$\int_0^\infty ds \frac{\varphi(s)}{\psi(s)} > \|\psi\|_{L^1}$$

and that the function $f$ satisfies one of the one-sided Nagumo condition (a), (b), (c) or (d) in Theorem 6.1.

Then the problem (5.1) has at least one solution $u \in W^{2,1}(a, b)$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

The conditions of the corollary are satisfied if $f : E \to \mathbb{R}$ satisfies a $L^1$-Lipschitz condition in $v$, i.e. there exists $L \in L^1(a, b)$ such that for a.e. $t \in [a, b]$ and all $(u, v_1), (u, v_2) \in \mathbb{R}^2$

$$(t, u, v_1), (t, u, v_2) \in E \Rightarrow |f(t, u, v_1) - f(t, u, v_2)| \leq L(t)|v_1 - v_2|.$$

Exercise 6.1 Prove a result similar to Corollary 6.7 assuming there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0)$ and $\psi \in L^1(a, b)$ with

$$\int_0^\infty ds \frac{\varphi(s)}{\psi(s)} = \infty$$

and that the function $f$ satisfies one of the one-sided Nagumo condition:

(a) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$f(t, u, v) \leq (\psi(t) + |v|)\varphi(|v|);$$

(b) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$f(t, u, v) \geq -(\psi(t) + |v|)\varphi(|v|);$$

(c) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$\text{sgn}(v)f(t, u, v) \leq (\psi(t) + |v|)\varphi(|v|);$$

(d) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $\alpha(t) \leq u \leq \beta(t)$,

$$\text{sgn}(v)f(t, u, v) \geq -(\psi(t) + |v|)\varphi(|v|).$$
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Hint: See [186].

Notice that the Example 4.1 shows we cannot replace the Nagumo condition by the assumption that solutions of the given problem (5.1) between $\alpha$ and $\beta$ are a-priori bounded in $C^1([a,b])$.

We can however replace the Nagumo condition by any condition so that an a priori bound in $C([a,b])$ on solutions of the corresponding modified problem implies an a priori bound in $C^1([a,b])$. In particular, we have the following result for the Rayleigh equation.

**Theorem 6.8** Let $\alpha$ and $\beta \in C([a,b])$ be $W^{2,1}$-lower and upper solutions of (4.4) such that $\alpha \leq \beta$. Let $E$ be defined by (4.7), $g \in C(\mathbb{R})$ and $h : E \rightarrow \mathbb{R}$ be a Carathéodory function such that for some $H \in L^2(a,b)$, for a.e. $t \in [a,b]$ and all $(u,v) \in \mathbb{R}^2$ with $(t,u,v) \in E$,

$$|h(t,u,v)| \leq H(t).$$

Then the problem (4.4) has at least one solution $u \in W^{2,2}(a,b)$ such that for all $t \in [a,b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

**Proof:** Define $A \subset [a,b]$ (resp. $B \subset [a,b]$) to be the set of points where $\alpha$ (resp. $\beta$) is derivable and

$$\omega_1(t,\delta) = \chi_A(t) \max_{|v| \leq \delta} |h(t,\alpha(t),\alpha'(t) + v) - h(t,\alpha(t),\alpha'(t))|,$$

$$\omega_2(t,\delta) = \chi_B(t) \max_{|v| \leq \delta} |h(t,\beta(t),\beta'(t) + v) - h(t,\beta(t),\beta'(t))|,$$

where $\chi_A$ and $\chi_B$ are the characteristic functions of the sets $A$ and $B$. It is clear that $\omega_1$ are Carathéodory functions, nondecreasing in $\delta$, such that $\omega_1(t,0) = 0$ and $|\omega_1(t,\delta)| \leq 2H(t)$.

Consider the family of modified problems

$$u'' - C(t)u = -[\lambda g(u') + h(t,\gamma(t,u),u') + \omega(t,u)],$$

$$u(a) = u(b), \quad u'(a) = u'(b),$$

where $\gamma(t,u)$ is defined from (1.3),

$$\omega(t,u) = \begin{cases} C(t)u - \omega_2(t,u - \beta(t)), & \text{if } u > \beta(t), \\ C(t)u, & \text{if } \alpha(t) \leq u \leq \beta(t), \\ C(t)\alpha(t) + \omega_1(t,\alpha(t) - u), & \text{if } u < \alpha(t), \end{cases}$$

$C \in L^1(a,b)$ is chosen such that $C(t) > |g(0)| + 1 + 3H(t)$ on $[a,b]$ and $\lambda \in [0,1]$.
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Claim 1 – Define $\rho = \max\{\|\alpha\|_{\infty}, \|\beta\|_{\infty}\} + 2$. Then every solution $u$ of (6.5) satisfies $\|u\|_{\infty} < \rho$. Let us assume on the contrary that for some $t_0 \in \mathbb{R}$

$$\min_{t} u(t) = u(t_0) \leq -\rho.$$ 

Hence, for $t \geq t_0$ close enough to $t_0$, we have

$$|u'(t)| \leq \alpha(t) - u(t),$$

and

$$u'(t) = \int_{t_0}^{t} u''(s) \, ds$$

$$\leq \int_{t_0}^{t} [C(s)(u(s) - \alpha(s)) - \lambda g(u'(s))$$

$$- h(s, \alpha(s), u'(s)) - \omega_1(s, \alpha(s) - u(s))] \, ds$$

$$\leq - \int_{t_0}^{t} [C(s) - |g(u'(s))| - 3H(s)] \, ds < 0.$$ 

This proves that $u(t_0)$ is not a minimum of $u$ which is a contradiction. A similar argument holds to prove that $u \leq \rho$.

Claim 2 – There exists $R > 0$ such that every solution $u$ of (6.5) satisfies $\|u'\|_{\infty} < R$. The proof follows the argument in Proposition 4.1.

Claim 3 – There exists a solution $u$ of (6.5) with $\lambda = 1$. Define the operator $T_\lambda : C^1([a, b]) \to C^1([a, b])$ by

$$T_\lambda(u) = - \int_{a}^{b} G(t, s)[\lambda g(u'(s)) + h(s, \gamma(s, u(s)), u'(s)) + \omega(s, u(s))] \, ds,$$

where $G(t, s)$ is the Green’s function of

$$u'' - C(t)u = f(t),$$

$$u(a) = u(b), \ u'(a) = u'(b).$$

Observe that there exists $R_0 > 0$ such that $T_0(C^1([a, b])) \subset B(0, R_0)$. Hence,

$$\deg(I - T_0, B(0, R_0)) = 1$$

and by the properties of the degree, we prove easily that (6.5) with $\lambda = 1$ has a solution.

Claim 4 – The solution $u$ of (6.5) with $\lambda = 1$ is such that $\alpha(t) \leq u(t) \leq \beta(t)$ on $[a, b]$. Extend $\alpha$ and $u$ by periodicity. Let $t_0 \in [a, b]$ be such that

$$u(t_0) - \alpha(t_0) = \min_{t} (u(t) - \alpha(t)) < 0.$$ 
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From the definition of lower solution there exists an open interval $I_0$ such that $t_0 \in I_0$, $\alpha \in W^{2,1}(I_0)$ and, for a.e. $t \in I_0$, 
\[ \alpha''(t) + g(\alpha'(t)) + h(t, \alpha(t), \alpha'(t)) \geq 0. \]

Further, for $t \geq t_0$ near enough $t_0$, 
\[ |u'(t) - \alpha'(t)| \leq \alpha(t) - u(t) \]
and we compute 
\[ u'(t) - \alpha'(t) = \int_{t_0}^{t} (u''(s) - \alpha''(s)) \, ds \]
\[ \leq \int_{t_0}^{t} \left[ h(s, \alpha(s), \alpha'(s)) - h(s, \alpha(s), u'(s)) - \omega_1(s, \alpha(s) - u(s)) \right. \]
\[ \left. + g(\alpha'(s)) - g(u'(s)) + C(s)(u(s) - \alpha(s)) \right] \, ds \]
\[ < 0. \]

This follows as $g(\alpha'(s)) - g(u'(s))$ is small and $C(s)(\alpha(s) - u(s)) > \alpha(s) - u(s) \geq k$ for some $k > 0$. Hence, we contradict the minimality of $u - \alpha$ at $t_0$.

In a similar way we prove that $u \leq \beta$. Hence $u$ is also a solution of (4.4).

Using the same ideas, we can work the Liénard equation.

**Theorem 6.9** Let $\alpha$ and $\beta \in C([a, b])$ be $W^{2,1}$-lower and upper solutions of (4.5) such that $\alpha \leq \beta$. Let $E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\}$, $g \in C(\mathbb{R})$ and $h : E \to \mathbb{R}$ be an $L^1$-Carathéodory function.

Then the problem (4.5) has at least one solution $u \in W^{2,1}(a, b)$ such that for all $t \in [a, b]$ 
\[ \alpha(t) \leq u(t) \leq \beta(t). \]

**Proof:** Consider the family of modified problems
\[ u'' - C(t)u = -[\lambda g(\gamma(t, u))u' + h(t, \gamma(t, u)) + C(t)\gamma(t, u)], \]
\[ u(a) = u(b), \quad u'(a) = u'(b), \tag{6.6} \]
where $C \in L^1(a, b)$ is chosen such that, for a.e. $t \in [a, b]$, $|g(\alpha(t))| < C(t)$, $|g(\beta(t))| < C(t)$ and for every $(t, u) \in E$, $|h(t, u)| < C(t)$.

**Claim 1** Let $\rho = \max\{\|\alpha\|_\infty, \|\beta\|_\infty\} + 3$. Then every solution $u$ of (6.6) satisfies $\|u\|_\infty < \rho$. This follows as Claim 1 in Theorem 6.8.
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Claim 2 – There exists $R > 0$ such that any solution $u$ of (6.6) is such that $\|u'\|_{\infty} < R$. Use the argument of Proposition 4.3.

Claim 3 – There exists a solution $u$ of (6.6) with $\lambda = 1$. The problem (6.6) is equivalent to the fixed point problem

$$u = T_\lambda u,$$

where $T_\lambda : C^1([a, b]) \to C^1([a, b])$ is defined by

$$(T_\lambda u)(t) = -\int_a^b G(t, s)[\lambda g(\gamma(t, u))u' + h(t, \gamma(t, u)) + C(t)\gamma(t, u)]\,ds,$$

with $G(t, s)$ the Green’s function corresponding to

$$u'' - C(t)u = f(t),
\quad u(a) = u(b),
\quad u'(a) = u'(b).$$

Observe that for some $R_0 > 0$ we have $T_0(C^1([a, b])) \subset B(0, R_0)$. Hence, by the properties of the degree, we prove easily that (6.6) with $\lambda = 1$ has a solution $u$.

Claim 4 – The solution $u$ of (6.6) with $\lambda = 1$ is such that $\alpha(t) \leq u(t) \leq \beta(t)$ on $[a, b]$. The proof repeats the argument of Claim 4 in Theorem 6.8.

Existence of solutions between the maximum of lower solutions and the minimum of upper solutions can be proved along the lines of Theorem 3.2. We state such a result for (5.1) with a Nagumo condition. A similar statement is valid for (4.4) or (4.5) under the assumptions of Theorems 6.8 or 6.9.

**Theorem 6.10** Let $\alpha_i \in C([a, b])$ ($i = 1, \ldots, n$) and $\beta_j \in C([a, b])$ ($j = 1, \ldots, m$) be respectively $W^{2,1}$-lower solutions and $W^{2,1}$-upper solutions of (5.1). Define $A_i \subset [a, b]$ (resp. $B_j \subset [a, b]$) to be the set of points where $\alpha_i$ (resp. $\beta_j$) is derivable. Assume $\alpha := \max_{1 \leq i \leq n} \alpha_i \leq \beta := \min_{1 \leq j \leq m} \beta_j$.

Define $E = \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \min_i \alpha_i \leq u \leq \max_j \beta_j\}$ and let $p$, $q \in [1, \infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. Assume $f : E \to \mathbb{R}$ satisfies an $L^p$-Carathéodory condition and there exists $N \in L^1(a, b)$, $N > 0$ such that for all $i$ and a.e. $t \in A_i$ (resp. for all $j$ and a.e. $t \in B_j$)

$$f(t, \alpha_i(t), \alpha'_i(t)) \geq -N(t) \quad (resp. \quad f(t, \beta_j(t), \beta'_j(t)) \leq N(t)).$$

Assume moreover there exist $\varphi \in C([a, b])$ and $\psi \in L^p(a, b)$ that satisfy (6.1) and assume that the function $f$ satisfies one of the one-sided Nagumo conditions (a), (b), (c) or (d) in Theorem 6.1.
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Then the problem (5.1) has at least one solution \( u \in W^{2,p}(a,b) \) such that for all \( t \in [a,b] \)
\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

**Proof:** Let \( R \) and \( N \) be chosen as in the proof of Theorem 6.6. Define then
\[
\begin{align*}
\hat{f}(t,u,v) &= \max\{\min\{f(t,u,v),N(t)\},-N(t)\}, \\
g_i(t,u,v) &= \hat{f}(t,\alpha_i(t),v) - \alpha_i(t) - \omega_{1i}(t,\alpha_i(t) - u), \text{ if } u < \alpha_i(t), \\
&= \hat{f}(t,u,v) - u, \quad \text{ if } u \geq \alpha_i(t), \\
h_j(t,u,v) &= \hat{f}(t,\beta_j(t),v) - \beta_j(t) + \omega_{2j}(t,u - \beta_j(t)), \text{ if } u > \beta_j(t), \\
&= \hat{f}(t,u,v) - u, \quad \text{ if } u \leq \beta_j(t),
\end{align*}
\]
where
\[
\begin{align*}
\omega_{1i}(t,\delta) &= \chi_{A_i}(t) \max_{i \leq \delta} [\hat{f}(t,\alpha_i(t),\alpha_i'(t) + v) - \hat{f}(t,\alpha_i(t),\alpha_i'(t))], \\
\omega_{2j}(t,\delta) &= \chi_{B_j}(t) \max_{i \leq \delta} [\hat{f}(t,\beta_j(t),\beta_j'(t) + v) - \hat{f}(t,\beta_j(t),\beta_j'(t))],
\end{align*}
\]
\( \chi_{A_i} \) and \( \chi_{B_j} \) are the characteristic functions of the sets \( A_i \) and \( B_j \).

We consider now the modified problem
\[
\begin{align*}
u'' - u &= F(t,u,v), \\
u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]
(6.7)

where
\[
F(t,u,v) = \min_{1 \leq i \leq n} g_i(t,u,v), \quad \text{if } u \leq \alpha(t), \\
&= \hat{f}(t,u,v) - u, \quad \text{if } \alpha(t) < u < \beta(t), \\
&= \max_{1 \leq j \leq m} h_j(t,u,v), \quad \text{if } \beta(t) \leq u.
\]

Adapting the argument in Theorem 3.2 and 6.6, we prove (6.7) has a solution such that \( \alpha(t) \leq u(t) \leq \beta(t) \) and \( ||u'||_\infty < R \). The proof follows. ■

The structure of the set of \( W^{2,1} \)-solutions is similar to the structure of \( C^2 \)-solutions. In particular, the following result concerns existence of extremal solutions.

**Theorem 6.11** Let \( \alpha \) and \( \beta \in C([a,b]) \) be respectively \( W^{2,1} \)-lower and upper solutions of (5.1) such that \( \alpha \leq \beta \). Define \( A \subset [a,b] \) (resp. \( B \subset [a,b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Let \( E \) be defined from (4.7) and \( p, q \in [1,\infty] \) be such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Assume \( f : E \to \mathbb{R} \) satisfies an \( L^p \)-Carathéodory condition and there exists \( N \in L^1(a,b), N > 0 \) such that for a.e. \( t \in A \) (resp. for a.e. \( t \in B \))
\[
f(t,\alpha(t),\alpha'(t)) \geq -N(t) \quad \text{(resp. } f(t,\beta(t),\beta'(t)) \leq N(t))\).
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Assume moreover there exist \( \varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0) \) and \( \psi \in L^p(a,b) \) that satisfy (6.1) and assume that the function \( f \) satisfies one of the one-sided Nagumo conditions (a), (b), (c) or (d) in Theorem 6.1.

Then the problem (5.1) has a minimal solution \( u_{\text{min}} \in W^{2,1}(a,b) \) and a maximal solution \( u_{\text{max}} \in W^{2,1}(a,b) \) in \([\alpha, \beta]\), i.e.

\[
\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta
\]

and any other solution \( u \) of (5.1) with \( \alpha \leq u \leq \beta \) satisfies

\[
u_{\text{min}} \leq u \leq u_{\text{max}}.
\]

**Exercise 6.2** Prove the above theorem.

**Exercise 6.3** As in Theorem 3.5, prove that if \( f \) is nondecreasing with respect to \( u \) we have a continuum of solutions.

**Exercise 6.4** As an application of Theorem 6.6, we can study the influence of a parameter on the number of solutions. Consider the problem

\[
\begin{align*}
u'' + g(u)\text{sgn}(u')|u'|^r + f(t,u) &= s(t), \\
u(0) &= u(2\pi), \quad u'(0) = u'(2\pi)
\end{align*}
\] (6.8)

where \( f \) is an \( L^p \)-Carathéodory function, \( g \) is continuous and \( \nu \in L^p(0, 2\pi) \).

It is easy to observe that the Nagumo condition is satisfied if \( 0 < r \leq 2 - 1/p \).

Assume further

\[
\lim_{u \to +\infty} f(t,u) = -\infty, \quad \lim_{u \to -\infty} f(t,u) = +\infty,
\]

uniformly in \( t \).

(a) Prove that for all \( s \in L^\infty(0, 2\pi) \), the problem (6.8) has at least one solution.

(b) Suppose moreover, there exist real numbers \( v < u \) such that \( f(t,v) < f(t,u) \). Prove then that for any \( s \in L^\infty(0, 2\pi) \) with \( f(t,v) \leq s(t) \leq f(t,u) \) problem (6.8) has at least two solutions.

*Hint*: Use constant lower and upper solutions: \( \alpha_1 < \beta_1 = v < \alpha_2 = u < \beta_2 \).

Combining the lower and upper solution method with other methods, we can prove the existence of a third solution of (6.8) for every \( s \) with \( f(t,v) \leq s(t) \leq f(t,u) \). We refer the interested reader to Exercise III-1.4.
Observe that using one-sided Nagumo conditions, we can replace the restriction on $r$ by a sign condition on $g$.

**Exercise 6.5** Consider the singular problem

\[
\begin{align*}
  u'' + g(u)u' + \frac{1}{u} &= h(t), \\
  u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]

where $g$ is continuous and $h \in L^1(a, b)$ is such that $\int_{a}^{b} h(t) \, dt > 0$ and has an essential upper bound. Prove existence of a positive solution.

**Hint**: We can choose $\alpha > 0$ constant small enough and $\beta(t) = c + w(t)$, where $c$ is a large enough constant and $w$ is solution of

\[
\begin{align*}
  u'' + g(u + c)u' &= h(t) - \frac{1}{b - a} \int_{a}^{b} h(t) \, dt, \\
  u(a) &= u(b), \quad u'(a) = u'(b), \quad \int_{a}^{b} u(t) \, dt = 0.
\end{align*}
\]

The idea is to prove an a priori bound on $w$ which is independent of $c$ and then to pick $c$ so that $\beta$ is an upper solution and $\beta \geq \alpha$. For more details see [148].
Chapter II

The Separated BVP

1 $C^2$-Solutions

1.1 The method of lower and upper solutions

Consider the problem

\begin{align}
  u'' &= f(t, u, u'), \\
  a_1 u(a) - a_2 u'(a) &= A_0, \\
  b_1 u(b) + b_2 u'(b) &= B_0,
\end{align}

where $A_0, B_0 \in \mathbb{R}$, $a_1, b_1 \in \mathbb{R}$, $a_2, b_2 \in \mathbb{R}^+$, $a_1^2 + a_2^2 > 0$ and $b_1^2 + b_2^2 > 0$. This problem is called the separated boundary value problem and contains as special cases the Dirichlet problem

\begin{align}
  u'' &= f(t, u, u'), \\
  u(a) &= A_0, \quad u(b) = B_0,
\end{align}

the Neumann problem

\begin{align}
  u'' &= f(t, u, u'), \\
  u'(a) &= A_0, \quad u'(b) = B_0,
\end{align}

and the Robin problem

\begin{align}
  u'' &= f(t, u, u'), \\
  u'(a) &= A_0, \quad u(b) = B_0.
\end{align}

If we are looking for $C^2$-solutions the Definitions I-5.1 can be adapted to problem (1.1) as follows.
Definitions 1.1 A function \( \alpha \in C([a, b]) \) is a \( C^2 \)-lower solution of (1.1) if
(a) for any \( t_0 \in ]a, b[ \), either \( D^- \alpha(t_0) < D^+ \alpha(t_0) \),
or there exist an open interval \( I_0 \subset ]a, b[ \) with \( t_0 \in I_0 \) and a function
\( \alpha_0 \in C^1(I_0) \) such that
(i) \( \alpha(t) = \alpha_0(t_0) \) and \( \alpha(t) \geq \alpha_0(t) \) for all \( t \in I_0 \);
(ii) \( \alpha_0''(t_0) \) exists and \( \alpha_0''(t_0) \geq f(t, \alpha_0(t_0), \alpha_0'(t_0)) \);
(b) \( a_1 \alpha(a) - a_2 D^+ \alpha(a) \leq A_0, \ b_1 \alpha(b) + b_2 D^- \alpha(b) \leq B_0 \).

A function \( \beta \in C([a, b]) \) is a \( C^2 \)-upper solution of (1.1) if
(a) for any \( t_0 \in ]a, b[ \), either \( D^- \beta(t_0) > D^+ \beta(t_0) \),
or there exist an open interval \( I_0 \subset ]a, b[ \) with \( t_0 \in I_0 \) and a function
\( \beta_0 \in C^1(I_0) \) such that
(i) \( \beta(t) = \beta_0(t_0) \) and \( \beta(t) \leq \beta_0(t) \) for all \( t \in I_0 \);
(ii) \( \beta_0''(t_0) \) exists and \( \beta_0''(t_0) \leq f(t, \beta_0(t_0), \beta_0'(t_0)) \);
(b) \( a_1 \beta(a) - a_2 D^+ \beta(a) \geq A_0, \ b_1 \beta(b) + b_2 D^- \beta(b) \geq B_0 \).

Remark Let \( \alpha \) be a lower solution and assume \( t_0 \) is such that
\[ D^- \alpha(t_0) = D^+ \alpha(t_0). \]

As in Chapter I, we can observe that in that case \( \alpha \) has a derivative at \( t_0 \)
and \( \alpha'(t_0) = \alpha_0'(t_0) \).

As in Chapter I, we can build lower and upper solutions from maxima of lower solutions and minima of upper solutions. The proofs of these propositions are left as exercises.

Proposition 1.1 Let \( \alpha_i \in C([a, b]) \) \( (i = 1, ..., n) \) be \( C^2 \)-lower solutions of (1.1). Then the function
\[ \alpha(t) = \max_{1 \leq i \leq n} \alpha_i(t), \quad t \in [a, b] \]
is a \( C^2 \)-lower solution of (1.1).

Proposition 1.2 Let \( \beta_j \in C([a, b]) \) \( (j = 1, ..., m) \) be \( C^2 \)-upper solutions of (1.1). Then the function
\[ \beta(t) = \min_{1 \leq j \leq m} \beta_j(t), \quad t \in [a, b] \]
is a \( C^2 \)-upper solution of (1.1).

The main existence results for solutions of (1.1) parallel the corresponding ones for the periodic problem.
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Theorem 1.3 Let $A_0, B_0 \in \mathbb{R}$, $a_1, b_1 \in \mathbb{R}$, $a_2, b_2 \in \mathbb{R}^+$ with $a_1^2 + a_2^2 > 0$, $b_1^2 + b_2^2 > 0$.

Assume $\alpha$ and $\beta \in C([a, b])$ are $C^2$-lower and upper solutions of the problem \((1.1)\) such that $\alpha \leq \beta$.

Let $E := \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \alpha(t) \leq u \leq \beta(t)\}$, \hspace{1cm} (1.2)

\(\varphi : \mathbb{R}^+ \to \mathbb{R}\) be a positive continuous function satisfying

\[
\int_0^\infty \frac{s \, ds}{\varphi(s)} = \infty,
\] (1.3)

and assume $f : E \to \mathbb{R}$ is a continuous function which satisfies

\[
\forall (t, u, v) \in E, \quad |f(t, u, v)| \leq \varphi(|v|).
\] (1.4)

Then the problem \((1.1)\) has at least one solution $u \in C^2([a, b])$ such that for all $t \in [a, b]$

\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

Proof: The proof can be adapted from the proof of Theorem I-5.3. Consider the modified problem

\[
\begin{align*}
\gamma(t, u) &= \alpha(t), \text{ if } u < \alpha(t), \\
&= u, \quad \text{if } \alpha(t) \leq u \leq \beta(t), \\
&= \beta(t), \text{ if } u > \beta(t).
\end{align*}
\] (1.6)

Let $\rho > 0$ be such that, for all $t \in [a, b]$,

\[
\begin{align*}
-\rho < \alpha(t) &\leq \beta(t) < \rho, \\
f(t, \alpha(t), 0) + \varphi(0)(-\rho - \alpha(t)) &< 0, \\
f(t, \beta(t), 0) + \varphi(0)(\rho - \beta(t)) &> 0, \\
A_0 - a_1 \alpha(a) + \alpha(a) &> -\rho, \quad B_0 - b_1 \alpha(b) + \alpha(b) > -\rho, \\
A_0 - a_1 \beta(a) + \beta(a) &< \rho, \quad B_0 - b_1 \beta(b) + \beta(b) < \rho.
\end{align*}
\]
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Claim 1 – Every solution \( u \) of (1.5) with \( \lambda \in [0, 1] \) is such that \( \|u\|_\infty < \rho \). Assume there exists \( t_0 \in ]a, b[ \) such that \( \min_t u(t) = u(t_0) \leq -\rho \). We have \( u'(t_0) = 0 \) and obtain the contradiction

\[
0 \leq u''(t_0) = \lambda[f(t_0, \alpha(t_0), 0) + \varphi(0)(u(t_0) - \alpha(t_0))] + (1 - \lambda)\varphi(0)u(t_0) < 0.
\]

If the minimum is achieved for \( t_0 = a \), we have the contradiction \( -\rho \geq u(a) = \lambda[A_0 - a_1\alpha(a) + a_2u'(a) + \alpha(a)] > -\rho \).

In case the minimum is for \( t_0 = b \), we come to the same contradiction. At last, we prove in a similar way that \( u(t) < \rho \).

Claim 2 – There exists \( R > 0 \) such that every solution \( u \) of (1.5) with \( \lambda \in [0, 1] \) satisfies \( \|u'\|_\infty < R \). The claim follows choosing \( R > 0 \) from Proposition I-4.4, where \( \bar{\alpha} = -\rho \), \( \bar{\beta} = \rho \) and \( \bar{\varphi}(v) = (1 + 2\rho)\varphi(v) \).

Claim 3 – Existence of solutions of (1.5) for \( \lambda = 1 \). Let us define the operators

\[
L : C^2([a, b]) \subset C^1([a, b]) \to C([a, b]) \times \mathbb{R}^2
\]

\[
N_i : C^1([a, b]) \to C([a, b]) \times \mathbb{R}^2, \quad i = 1, 2,
\]

where

\[
Lu = (u'', u(a), u(b)),
\]

\[
N_0(u) = (\varphi(|u'|)u, 0, 0),
\]

\[
N_1(u) = (f(t, \gamma(t, u), u'), \varphi(|u'|)(u - \gamma(t, u)), A_0 - a_1\gamma(a, u(a)) + a_2u'(a) + \gamma(a, u(a)), B_0 - b_1\gamma(b, u(b)) - b_2u'(b) + \gamma(b, u(b))).
\]

Observe that \( L \) has a compact inverse. Hence, we can define the completely continuous operator

\[
T_\lambda : C^1([a, b]) \to C^1([a, b])
\]

by \( T_\lambda(u) = L^{-1}(\lambda N_1 + (1 - \lambda)N_0)(u) \). From degree theory, we have that

\[
\text{deg}(T_0, \Omega) = \text{deg}(T_1, \Omega),
\]

where \( \Omega = \{ u \in C^1([a, b]) \mid \|u\|_\infty < \rho, \|u'\|_\infty < R \} \). Using the Odd Mapping Theorem A-1.5, we compute that

\[
\text{deg}(T_0, \Omega) \neq 0
\]

and the problem (1.5) with \( \lambda = 1 \) has a solution \( u \).
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Claim 4 – The solution $u$ of (1.5) with $\lambda = 1$ is such that, for all $t \in [a, b],$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

If $u(t_0) - \alpha(t_0) = \min_{t \in [a, b]}(u(t) - \alpha(t)) < 0$ for $t_0 \in [a, b[$, this follows from the argument in the proof of Theorem I-2.3. If $t_0 = a$, we have $u'(a) - D^+ \alpha(a) \geq 0$. This together with (1.5) and the definition of a $C^2$-lower solution provides the contradiction

$$A_0 \geq a_1 \alpha(a) - a_2 D^+ \alpha(a) \geq a_1 \alpha(a) - a_2 u'(a) = A_0 - u(a) + \alpha(a) > A_0.$$

A similar argument holds if $t_0 = b$ and the rest of the claim follows as well.

Conclusion – It follows from the preceding claims that $u$ is also a solution of (1.1).

As in Theorem I-5.4, we can improve condition (1.3) in case $\alpha$ and $\beta$ are in $W^{1,\infty}(a, b)$. More generally, we can prove a result similar to Theorem I-5.5 which uses one-sided bounds on $f(t, \alpha(t), \alpha'(t))$ and $f(t, \beta(t), \beta'(t))$.

**Theorem 1.4** Let $A_0, B_0 \in \mathbb{R}$, $a_1, b_1 \in \mathbb{R}$, $a_2, b_2 \in \mathbb{R}^+$ with $a_1^2 + a_2^2 > 0$, $b_1^2 + b_2^2 > 0$.

Let $\alpha$ and $\beta \in C([a, b])$ be $C^2$-lower and upper solutions of the problem (1.1) such that $\alpha \leq \beta$. Define $A \subset [a, b]$ (resp. $B \subset [a, b]$) to be the set of points where $\alpha$ (resp. $\beta$) is derivable.

Let $E$ be defined by (1.2), $\varphi : \mathbb{R}^+ \rightarrow \mathbb{R}$ be a positive continuous function satisfying

$$\int_{r}^{\infty} \frac{s \, ds}{\varphi(s)} \geq \max_{t} \beta(t) - \min_{t} \alpha(t),$$

where $r = \max\left\{ \frac{\beta(b) - \alpha(a)}{b - a}, \frac{\beta(a) - \alpha(b)}{b - a} \right\}$, and let $f : E \rightarrow \mathbb{R}$ be a continuous function which satisfies (1.4). Assume there exists $N > 0$ such that for all $t \in A$ (resp. for all $t \in B$)

$$f(t, \alpha(t), \alpha'(t)) \geq -N \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N).$$

Then the problem (1.1) has at least one solution $u \in C^2([a, b])$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

**Proof**: The proof of this theorem follows the proof of Theorem I-5.5. Let $R$ be large enough so that

$$\int_{r}^{R} \frac{s \, ds}{\varphi(s)} \geq \max_{t} \beta(t) - \min_{t} \alpha(t).$$
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Increasing the value of $N$ if necessary, we can assume $N \geq \max_{[0, R]} \varphi(v)$. Consider then the modified problem

$$
\begin{align*}
\frac{d^2u}{dt^2} &= \tilde{f}(t, u, u') + \arctan(u - \gamma(t, u)), \\
u(a) - a_2u'(a) &= A_0 - a_1\gamma(a, u(a)) + \gamma(a, u(a)), \\
u(b) + b_2u'(b) &= B_0 - b_1\gamma(b, u(b)) + \gamma(b, u(b)),
\end{align*}
$$
\tag{1.8}

where $\tilde{f}(t, u, v) := \max\{\min\{f(t, \gamma(t, u), v), N\}, -N\}$ and $\gamma(t, u)$ is defined in (1.6).

**Step 1** – Taking the inverse of the operator $L = (u'')$, we transform (1.8) into a fixed point problem in $C^1$. Next, using Schauder’s Theorem we prove existence of a fixed point $u$.

**Step 2** – The solution $u$ is such that, on $[a, b]$, $u(t) \leq \alpha(t) \leq \beta(t)$. The claim follows from the argument in the proof of Theorem 1.3 and I-5.5. As a consequence, $u$ satisfies

$$
\begin{align*}
\frac{d^2u}{dt^2} &= \max\{\min\{f(t, u, u'), N\}, -N\}, \\
a_1u(a) - a_2u'(a) &= A_0, \\
b_1u(b) + b_2u'(b) &= B_0.
\end{align*}
$$
\tag{1.9}

**Step 3** – The solution $u$ is such that $\|u\|_\infty < R$. Observe that, for all $(t, u, v) \in E$,

$$
|\max\{\min\{f(t, u, v), N\}, -N\}| \leq \varphi(|v|).
$$

From Proposition I-4.4, every solution $u \in [\alpha, \beta]$ of (1.9) satisfies

$$
\|u\|_\infty < R.
$$

Hence $|f(t, u(t), u'(t))| \leq N$ and the function $u$ is a solution of (1.1).

In the proof of this theorem, we could have used the modified problem

$$
\begin{align*}
\frac{d^2u}{dt^2} - u &= \tilde{f}(t, u, u') - \gamma(t, u), \\
u(a) - a_2u'(a) &= A_0 - a_1\gamma(a, u(a)) + \gamma(a, u(a)), \\
u(b) + b_2u'(b) &= B_0 - b_1\gamma(b, u(b)) + \gamma(b, u(b)),
\end{align*}
$$

very much as for the periodic problem. In this last problem, the aim of the modification was two-folds. First, we needed the linear problem to be invertible; this is why we replaced $u''$ by $u'' - u$. Second, we needed to confine solutions between $\alpha$ and $\beta$; this was obtained by the modification of $f$ outside $\alpha$ and $\beta$ adding a term as $u - \gamma(t, u)$. For the separated boundary value problem, we do not need to modify the linear problem. However, we still need to modify $f$ outside $\alpha$ and $\beta$. This has been done using the term $\arctan(u - \gamma(t, u))$ but the alternative $u - \gamma(t, u)$ works as well.
Example 1.1 Consider the Dirichlet boundary value problem
\[
\begin{align*}
    u'' &= u'^2 \ln(u'^2 + 1) - t, \\
    u(0) &= 0, \quad u(1) = 1.
\end{align*}
\]
It is easy to see that \(\alpha(t) = 0\) is a lower solution, \(\beta(t) = 2t\) is an upper solution. Notice that
\[
|f(t, u, v)| \leq (v^2 + 1) \ln(v^2 + 1) \quad \text{if} \quad v^2 \geq e - 1
\]
and
\[
\int_0^\infty \frac{s \, ds}{(s^2 + 1) \ln(s^2 + 1)} = \frac{1}{2} \ln(\ln(y^2 + 1)) \bigg|_0^\infty = \infty.
\]
Hence \(f(t, u, v)\) satisfies a Nagumo condition. From Theorem 1.4, this problem has a solution \(u\) such that, for all \(t \in [0, 1]\),
\[
0 \leq u(t) \leq 2t.
\]
As in the periodic case, if the nonlinearity depends on \(u'\) the existence of a well ordered pair of lower and upper solutions alone, i.e. without a Nagumo condition, does not guarantee the existence of a solution. Such a situation holds true modifying Example I-4.1. A simpler time independent example is the following.

Example 1.2 Consider the problem
\[
\begin{align*}
    u'' &= g(u') + u + 1, \\
    u(0) &= 0, \quad u(T) = 0,
\end{align*}
\]
where \(g\) is continuous, \(g(0) = 0, g(v) > 0\) if \(v \neq 0\) and \(1/g \in L^1(\mathbb{R})\). Observe that \(-1\) and \(0\) are lower and upper solutions of this problem. Further every solution is a convex function such that \(u \in [-1, 0]\). Hence, \(u'' \geq g(u')\) and 
\[
\int_0^T \frac{u''}{g(u')} \, dt \geq T. \quad \text{As} \quad 1/g \in L^1(\mathbb{R}) \quad \text{we have a contradiction for} \quad T \quad \text{large enough.}
\]
As for the periodic case, such examples prove we cannot replace the Nagumo condition assuming that solutions between \(\alpha\) and \(\beta\) are a priori bounded in \(C^1([a, b])\).

In case the nonlinearity is independent of \(u'\), as lower and upper solutions are continuous and \(f\) is continuous, we automatically have the existence of \(N\) such that
\[
f(t, \alpha(t)) > -N, \quad f(t, \beta(t)) < N.
\]
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Hence, for the problem

\[
\begin{align*}
    u'' &= f(t, u), \\
    a_1 u(a) - a_2 u'(a) &= A_0, \\
    b_1 u(b) + b_2 u'(b) &= B_0,
\end{align*}
\]  

(1.10)

the following result is a consequence of Theorem 1.4.

**Theorem 1.5** Let \( A_0, B_0 \in \mathbb{R}, a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0, \ b_1^2 + b_2^2 > 0 \). Assume \( \alpha \) and \( \beta \in C([a, b]) \) are \( C^2 \)-lower and upper solutions of the problem (1.10) such that \( \alpha \leq \beta \). Define \( E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\} \) and suppose \( f : E \to \mathbb{R} \) is a continuous function.

Then the problem (1.10) has at least one solution \( u \in C^2([a, b]) \) such that for all \( t \in [a, b] \)

\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

As for the periodic problem, we have the existence of maximal and minimal solutions between lower and upper solutions.

**Theorem 1.6** Let \( A_0, B_0 \in \mathbb{R}, a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0, \ b_1^2 + b_2^2 > 0 \).

Assume \( \alpha \) and \( \beta \in C([a, b]) \) are \( C^2 \)-lower and upper solutions of the problem (1.1) such that \( \alpha \leq \beta \). Define \( A \subset [a, b] \) (resp. \( B \subset [a, b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Define \( E \) from (1.2), let \( \varphi : \mathbb{R}^+ \to \mathbb{R} \) be a positive continuous function satisfying (1.7) (with \( r \) defined as in Theorem 1.4) and suppose \( f : E \to \mathbb{R} \) is a continuous function which satisfies (1.4). Assume further there exists \( N > 0 \) such that, for all \( t \in A \) (resp. for all \( t \in B \)),

\[
f(t, \alpha(t), \alpha'(t)) \geq -N, \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N).
\]

Then the problem (1.1) has a minimal solution \( u_{\text{min}} \) and a maximal solution \( u_{\text{max}} \in C^2([a, b]) \) in \([\alpha, \beta], \) i.e.

\[
\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta,
\]

and any other solution \( u \) of (1.1) with \( \alpha \leq u \leq \beta \) satisfies

\[
u_{\text{min}} \leq u \leq u_{\text{max}}.
\]

**Exercise 1.1** Prove this theorem adapting the proof of Theorem 1-2.4.
1.2 A first application

The following proposition is an example of a possible application.

**Proposition 1.7** Let \( f \in C([0,1] \times \mathbb{R}^2) \) be such that \( \frac{\partial f}{\partial u} \in C([0,1] \times \mathbb{R}^2) \) and assume there exists \( \varphi : \mathbb{R}^+ \to \mathbb{R} \) a positive continuous function satisfying

\[
\int_0^\infty \frac{s \, ds}{\varphi(s)} = \infty
\]

such that, for any \((t,u,v) \in [0,1] \times \mathbb{R}^2\), \(|f(t,u,v)| \leq \varphi(|v|)\). Let \( r, s \in \mathbb{R} \) and assume there exists \( k > 0 \) such that, for all \((t,u,v) \in [0,1] \times \mathbb{R} \times [\min(r,s), \max(r,s)]\),

\[
\frac{\partial f}{\partial u}(t,u,v) \geq k.
\]

Then the problem

\[
\begin{align*}
  u'' &= f(t,u,u'), \\
  u'(0) &= r, \quad u'(1) = s,
\end{align*}
\]

has at least one solution.

**Proof:** Let \( M = \max(r,s) \) and \( m = \min(r,s) \), define \( v(t) = m \frac{t^2}{2} - M \frac{(1-t)^2}{2} \) and choose \( A > 0 \) large enough so that \( v(t) - A < 0 \) and \( v'' - f(t,0,v') - k(v(t) - A) > 0 \). It is easy to see that \( \alpha(t) = v(t) - A \) is a lower solution. Similarly, taking \( B \) large enough, we can build an upper solution \( \beta(t) = B + w(t) \geq \alpha(t) \), where \( w(t) = M \frac{t^2}{2} - m \frac{(1-t)^2}{2} \). The proposition follows then from Theorem 1.3.

1.3 A model example in singular perturbations

Another field of applications concerns singular perturbation problems. The problem

\[
\begin{align*}
  \epsilon u'' + uu' - u &= 0, \\
  u(0) &= A, \quad u(1) = B,
\end{align*}
\]

where \( \epsilon > 0 \), \( A, B \in \mathbb{R} \), is a model example whose solutions exhibit a large variety of interesting behaviours as \( \epsilon \) goes to zero. These can be shown off through lower and upper solutions. To this end we shall assume here that \( \epsilon > 0 \) is as small as needed. Observe also that \( f(t,u,v) = (u - uv)/\epsilon \) satisfies a Nagumo condition.
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Case 1: $0 < B - 1 \leq A$ – There exists a solution of (1.11) with a boundary layer at $t = 0$. The functions
\[ \alpha(t) = t + B - 1 \quad \text{and} \quad \beta(t) = t + B - 1 + (A - B + 1) \exp\left(\frac{(1 - B) t}{\epsilon}\right) \]
are lower and upper solutions of (1.11). Hence, we have a solution $u_\epsilon$ of (1.11) between $\alpha$ and $\beta$ (see figure 1). Further, as the solution $u_\epsilon$ lies between the lower and upper solutions, it is easy to see that the solution $u_0(t) = t + B - 1$ of the reduced problem
\[ uu' - u = 0, \quad u(1) = B \]
approximates $u_\epsilon$ as $\epsilon \to 0$ uniformly on compact subsets of $]0, 1]$ but not on $[0, 1]$. In such a case we say that there is a boundary layer at $t = 0$.

![Figure 1: $0 < B - 1 \leq A$](image)

The case $B - 1 > A > 0$ is similar.

Case 2: $0 < A$, $0 < B < 1$ – There exists a solution of (1.11) with a boundary layer at $t = 0$ and a transition layer in the derivative at $t = \lambda = 1 - B$. The function
\[ \alpha(t) = \begin{cases} 0, & \text{if } t \in [0, \lambda[, \\ t - \lambda, & \text{if } t \in [\lambda, 1], \end{cases} \]
is a lower solution and
\[ \beta(t) = \begin{cases} A \exp(-t/\sqrt{\epsilon}) + \sqrt{\epsilon}, & \text{if } t \in [0, \lambda[, \\ t - \lambda + K \exp(-(t - \lambda)/\sqrt{\epsilon}), & \text{if } t \in [\lambda, 1], \end{cases} \]
where $K = A \exp(-\lambda/\sqrt{\epsilon}) + \sqrt{\epsilon}$, is an upper solution. To verify that $\beta$ is an upper solution we check that
\[ \beta(t) \leq \beta_0(t) := t - \lambda + K \exp(-(t - \lambda)/\sqrt{\epsilon}) \]
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for all \( t \in I_0 = [0, 1] \) and

\[ \epsilon \beta_0''(\lambda) + \beta_0'(\lambda) \beta_0'(\lambda) - \beta_0(\lambda) \leq 0. \]

Notice that we use the full generality of Definitions 1.1 for \( t = \lambda \), since \( \beta \neq \beta_0 \) in a neighbourhood of this point. It follows we have a solution \( u_\epsilon \) of (1.11) between \( \alpha \) and \( \beta \) and we see that,

\[
\lim_{\epsilon \to 0^+} u_\epsilon(t) = \begin{cases} 
0 & \text{if } t \in ]0, \lambda[, \\
\lambda - t & \text{if } t \in [\lambda, 1],
\end{cases}
\]

uniformly on compact subsets of \([0, 1]\).

In this problem, two solutions of the reduced problem

\[ uu' - u = 0, \]

are needed to approximate \( u_\epsilon \), i.e. \( u_0 = 0 \) if \( t \in ]0, \lambda[ \) and \( u_0 = t - \lambda \) if \( t \in [\lambda, 1] \). There is a boundary layer at \( t = 0 \) and it is clear that a non-uniformity in the limit of the derivative \( u'_\epsilon \) takes place at the interior point \( t = \lambda \). In such a case, we speak of a transition layer in the derivative at \( t = \lambda \).

**Case 3 :** \( 0 < B < A + 1 < 1 \) – **There exists a solution of (1.11) with a transition layer in the derivatives.** Here, three solutions of the reduced equation are needed to approximate the solution, i.e.

\[
\lim_{\epsilon \to 0^+} u_\epsilon(t) = \begin{cases} 
t + A & \text{on } [0, -A[, \\
0 & \text{on } [-A, 1 - B[, \\
t + B - 1 & \text{on } [1 - B, 1].
\end{cases}
\]
For $\epsilon$ small, a lower solution reads
\[
\alpha(t) = \frac{1}{2} \left( t + A - \sqrt{t + A)^2 + 4\epsilon^{1/2}} \right), \quad \text{if } t < t_0 = 1 - B - \frac{\epsilon^{1/2}}{1-B+A},
\]
\[
= t - 1 + B, \quad \text{if } t \geq t_0,
\]
and an upper solution
\[
\beta(t) = t + A, \quad \text{if } t \leq t_1 = -A + \frac{\epsilon^{1/2}}{1-B+A},
\]
\[
= \frac{1}{2} \left( t - 1 + B + \sqrt{(t-1+B)^2 + 4\epsilon^{1/2}} \right), \quad \text{if } t > t_1.
\]

\[\text{Fig. 3 : } 0 < B < A + 1 < 1\]

**Case 4 :** $1 - B < A \leq 0$ – there exists a solution of (1.11) with a boundary layer at $t = 0$. Define $\lambda = \tanh^{-1}(-A/(B-1))$. The functions
\[
\alpha(t) = t + (B - 1) \tanh(\frac{B-1}{2\epsilon} t - \lambda) \quad \text{and} \quad \beta(t) = t + B - 1,
\]
are lower and upper solutions. It follows there exists a solution $u_\epsilon$ of (1.11) between $\alpha$ and $\beta$ and
\[
\lim_{\epsilon \to 0^+} u_\epsilon(t) = t + B - 1, \quad \text{if } t \in [0,1].
\]
The convergence is uniform on compact subsets of $[0,1]$ and we have a boundary layer at $t = 0$.
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Case 5 : $A < 0$, $0 < B$, $A + 1 < B$, $|A + B| \leq 1$ - There exists a solution of (1.11) with a transition layer at $t = \frac{1-A-B}{2}$. Let $\epsilon > 0,$

$$t_0 = \frac{1-A-B}{2} + \epsilon$$

and $t_1 > t_0$ be such that

$$\tanh \frac{B-A-1}{4\epsilon} (t_0 - t_1) = 2 \frac{t_0+A}{B-A-1}.$$ 

It can be seen that $t_1 - t_0 \to 0$ as $\epsilon \to 0$ and that for $\epsilon$ small enough,

$$\alpha(t) = t + A, \quad \text{if } t \in [0, t_0],$$

$$= t - t_0 + \frac{B-A-1}{2} \tanh \frac{B-A-1}{4\epsilon} (t - t_1), \quad \text{if } t \in [t_0, 1],$$

is a lower solution.

In the same way, we consider $\epsilon > 0$, $t_2 = \frac{1-A-B}{2} - \epsilon$ and $t_3 < t_2$ that satisfy

$$\tanh \frac{B-A-1}{4\epsilon} (t_2 - t_3) = 2 \frac{t_2+B-1}{B-A-1}.$$ 

We prove then that $t_3 - t_2 \to 0$ as $\epsilon \to 0$ and that

$$\beta(t) = t - t_2 + \frac{B-A-1}{2} \tanh \frac{B-A-1}{4\epsilon} (t - t_3), \quad \text{if } t \in [0, t_2],$$

$$= t + B - 1, \quad \text{if } t \in [t_2, 1],$$

is an upper solution.
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Hence, we have a solution $u_\epsilon$ of (1.11) between $\alpha$ and $\beta$ and we see that

$$\lim_{\epsilon \to 0^+} u_\epsilon(t) = \begin{cases} t + A, & \text{on } [0, \frac{1-A-B}{2}], \\ t + B - 1, & \text{on } [\frac{1-A-B}{2}, 1]. \end{cases}$$

Here, we have a transition layer at $t = \frac{1-A-B}{2}$.

## 2 $W^{2,1}$-Solutions

### 2.1 The method of lower and upper solutions

In this section we consider nonlinearities $f$ which are $L^1$-Carathéodory. As in Sections I-3 and I-6, we adapt accordingly the definitions of lower and upper solutions.

**Definitions 2.1** A function $\alpha \in C([a, b])$ is a $W^{2,1}$-lower solution of (1.1) if

(a) for any $t_0 \in ]a, b[$, either $D_-\alpha(t_0) < D^+\alpha(t_0)$,

or there exists an open interval $I_0 \subset ]a, b[$ such that $t_0 \in I_0$, $\alpha \in W^{2,1}(I_0)$ and, for a.e. $t \in I_0$,

$$\alpha''(t) \geq f(t, \alpha(t), \alpha'(t));$$

(b) $a_1\alpha(a) - a_2D^+\alpha(a) \leq A_0, b_1\alpha(b) + b_2D_-\alpha(b) \leq B_0$. 
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A function \( \beta \in C([a,b]) \) is a \( W^{2,1} \)-upper solution of (1.1) if
(a) for any \( t_0 \in ]a,b[ \), either \( D^- \beta(t_0) > D^+ \beta(t_0) \),
or there exists an open interval \( I_0 \subset ]a,b[ \) such that \( t_0 \in I_0 \), \( \beta \in W^{2,1}(I_0) \)
and, for a.e. \( t \in I_0 \),
\[
\beta''(t) \leq f(t, \beta(t), \beta'(t));
\]
(b) \( a_1 \beta(a) - a_2 D^+ \beta(a) \geq A_0 \), \( b_1 \beta(b) + b_2 D^- \beta(b) \geq B_0 \).

**Theorem 2.1** Let \( A_0, B_0 \in \mathbb{R} \), \( a_1, b_1 \in \mathbb{R} \), \( a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0 \)
and \( b_1^2 + b_2^2 > 0 \).

Assume \( \alpha \) and \( \beta \in C([a,b]) \) are \( W^{2,1} \)-lower and upper solutions of problem (1.1) such that \( \alpha \leq \beta \). Define \( A \subset ]a,b[ \) (resp. \( B \subset [a,b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Let \( E \) be defined in (1.2), \( p \in [1, \infty] \) and \( f : E \to \mathbb{R} \) be an \( L^p \)-Carathéodory function. Suppose there exists \( N \in L^1(a,b), N > 0 \) such that, for a.e. \( t \in A \) (resp. for a.e. \( t \in B \)),
\[
f(t, \alpha(t), \alpha'(t)) \geq -N(t), \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N(t)).
\]
Assume moreover there exist \( \varphi \in C([\mathbb{R}^+, \mathbb{R}^+_0]) \) and \( \psi \in L^p(a,b) \) satisfying
(a) \( \int_{t_0}^t \frac{s^{1/q}}{\varphi(s)} \, ds > \| \psi \|_{L^p} (\max_t \beta(t) - \min_t \alpha(t))^{1/q} \),
where \( r = \max\{ \frac{\beta(a) - \alpha(b)}{b-a}, \frac{\beta(b) - \alpha(a)}{b-a} \} \) and \( q = \frac{p}{p-1} \); 
(b) for a.e. \( t \in ]a,b[ \) and all \( (u,v) \) with \( (t,u,v) \in E \),
\[
|f(t,u,v)| \leq \psi(t) \varphi(|v|).
\]

Then the problem (1.1) has at least one solution \( u \in W^{2,p}(a,b) \) such that for all \( t \in ]a,b[ \)
\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

**Proof:** The proof proceeds in several steps.

**Step 1 - The modified problem.** Let \( R \) be large enough so that
\[
\int_{-R}^R \frac{s^{1/q}}{\varphi(s)} \, ds > \| \psi \|_{L^p} (\max_t \beta(t) - \min_t \alpha(t))^{1/q}.
\]
Increasing \( N \) if necessary, we can assume \( N(t) \geq |f(t,u,v)| \) if \( t \in ]a,b[ \), \( \alpha(t) \leq u \leq \beta(t) \) and \( |v| \leq R \). Define then
\[
\bar{f}(t,u,v) = \max\{ \min\{ f(t,\gamma(t),u), N(t) \}, -N(t) \},
\]
\[
\omega_1(t, \delta) = \chi_A(t) \max_{|v| \leq \delta} |\bar{f}(t, \alpha(t), \alpha'(t) + v) - \bar{f}(t, \alpha(t), \alpha'(t))|,
\]
\[
\omega_2(t, \delta) = \chi_B(t) \max_{|v| \leq \delta} |\bar{f}(t, \beta(t), \beta'(t) + v) - \bar{f}(t, \beta(t), \beta'(t))|,
\]
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where $\gamma$ is defined from (1.6), $\chi_A$ and $\chi_B$ are the characteristic functions of the sets $A$ and $B$. It is clear that $\omega_i$ are $L^1$-Carathéodory functions, nondecreasing in $\delta$, such that $\omega_i(t, 0) = 0$ and $|\omega_i(t, \delta)| \leq 2N(t)$.

We consider now the modified problem
\[ u'' = \bar{f}(t, u, u') - \omega(t, u), \]
\[ u(a) - a_2u'(a) = A_0 - a_1\gamma(a, u(a)) + \gamma(a, u(a)), \]
\[ u(b) + b_2u'(b) = B_0 - b_1\gamma(b, u(b)) + \gamma(b, u(b)), \tag{2.1} \]
where
\[ \omega(t, u) = -\omega_2(t, u - \beta(t)), \quad \text{if } u > \beta(t), \]
\[ = 0, \quad \text{if } \alpha(t) \leq u \leq \beta(t), \]
\[ = \omega_1(t, \alpha(t) - u), \quad \text{if } u < \alpha(t). \]

**Step 2 – Existence of a solution $u$ of (2.1).** We argue as in Theorem 1.4.

**Step 3 – The solution $u$ of (2.1) satisfies on $[a, b]$**

$\alpha(t) \leq u(t) \leq \beta(t)$. Assume $u - \alpha$ has a negative minimum and let $t_0 = \sup \{ t \in [a, b] \mid u(t) - \alpha(t) = \min_{s \in [a, b]} (u(s) - \alpha(s)) \}$.

If $t_0 = a$, we have $u'(a) - D^+\alpha(a) \geq 0$. This together with (2.1) and the definition of $W^{2,1}$-lower solution provides the contradiction
\[ A_0 \geq a_1\alpha(a) - a_2D^+\alpha(a) \geq a_1\alpha(a) - a_2u'(a) = A_0 - u(a) + \alpha(a) > A_0. \]

A similar argument holds if $t_0 = b$.

If $t_0 \in [a, b]$, there exist an open interval $I_0$ and $t_1 \in I_0$, $t_1 > t_0$, such that $\alpha \in W^{2,1}(I_0)$, $t_0 \in I_0$, $u'(t_1) - \alpha'(t_1) > 0$ and for a.e. $t \in I_0$
\[ u''(t) \geq \bar{f}(t, \alpha(t), \alpha'(t)). \]

Further $u'(t_0) - \alpha'(t_0) = 0$ and, for $t$ near enough $t_0$,
\[ |u'(t) - \alpha'(t)| \leq \alpha(t) - u(t). \]

As $\omega_1$ is nondecreasing and $\bar{f}(t, \alpha(t), \alpha'(t)) \leq f(t, \alpha(t), \alpha'(t))$, we come to the contradiction
\[ 0 < u'(t_1) - \alpha'(t_1) = \int_{t_0}^{t_1} (u''(s) - \alpha''(s))ds \]
\[ \leq \int_{t_0}^{t_1} [\bar{f}(s, \alpha(s), u'(s)) - \bar{f}(s, \alpha(s), \alpha'(s)) - \omega_1(s, \alpha(s) - u(s))]ds \leq 0. \]

**Step 4 – The solution $u$ of (2.1) is such that $\|u'\|_{\infty} < R$.** Observe that for any $(t, u, v) \in E$, $|\bar{f}(t, u, v) - \omega(t, u)| = |\bar{f}(t, u, v)| \leq \psi(t)\varphi(|v|)$ so that the claim follows from Proposition I-4.7.
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Conclusion. A consequence of Steps 3 and 4 is that along the solution $u$ of (2.1), $|f(t, u(t), u'(t))| \leq N(t)$. Hence, $f(t, u(t), u'(t)) = f(t, u(t), u'(t))$ and $u$ solves (1.1).

Remark 2.1 Consider the Dirichlet problem

$$
\begin{align*}
    u'' &= f(t, u, u'), \\
    u(a) &= 0, \quad u(b) = 0.
\end{align*}
$$

As $u \in W^{2,1}(a, b) \subset C^1([a, b])$, the assumptions of Theorem 2.1 imply some one-sided bounds on $\alpha$ and $\beta$,

$$
\begin{align*}
    \alpha(t) &\leq u(t) \leq C \sin(\pi \frac{t-a}{b-a}), \\
    \beta(t) &\geq u(t) \geq -C \sin(\pi \frac{t-a}{b-a}),
\end{align*}
$$

for some $C > 0$.

In the applications, we can use the following simplification of Theorem 2.1.

**Corollary 2.2** Let $A_0, B_0 \in \mathbb{R}$, $a_1, b_1 \in \mathbb{R}$, $a_2, b_2 \in \mathbb{R}^+$ with $a_1^2 + a_2^2 > 0$ and $b_1^2 + b_2^2 > 0$.

Assume $\alpha$ and $\beta \in W^{1,\infty}(a, b)$ are $W^{2,1}$-lower and upper solutions of problem (1.1) such that $\alpha \leq \beta$.

Let $E$ be defined in (1.2), $p \in [1, \infty]$ and $f : E \to \mathbb{R}$ be an $L^p$-Carathéodory function. Assume moreover there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}_0^+)$ and $\psi \in L^p(a, b)$ such that

(a) for a.e. $t \in [a, b]$, and all $(u, v)$ with $(t, u, v) \in E$, $|f(t, u, v)| \leq \psi(t) \varphi(|v|)$.

Then the problem (1.1) has at least one solution $u \in W^{2,p}(a, b)$ such that for all $t \in [a, b]$,

$$
    \alpha(t) \leq u(t) \leq \beta(t).
$$

An even more specific result uses constant lower and upper solutions.

**Corollary 2.3** Let $A_0, B_0 \in \mathbb{R}$, $a_1, b_1 \in \mathbb{R}$, $a_2, b_2 \in \mathbb{R}^+$ with $a_1^2 + a_2^2 > 0$ and $b_1^2 + b_2^2 > 0$.

Assume $\alpha \leq \beta$ are constants, let $E$ be defined in (1.2), $p \in [1, \infty]$ and $f : E \to \mathbb{R}$ be an $L^p$-Carathéodory function such that

(a) for a.e. $t \in [a, b]$, $f(t, \alpha, 0) \leq 0 \leq f(t, \beta, 0)$,
(b) \(a_1 \alpha \leq A_0 \leq a_1 \beta, b_1 \alpha \leq B_0 \leq b_1 \beta\).

Assume moreover there exist \(\varphi \in C([a, b])\) and \(\psi \in L^p(a, b)\) such that

\[\int_0^\infty \frac{s^{1/q}}{\varphi(s)} \, ds > \|\psi\|_{L^p}(\beta - \alpha)^{1/q},\]

where \(r = \frac{\beta - \alpha}{b - a}, q = \frac{p}{p-1}\) and, for a.e. \(t \in [a, b]\) and all \((u, v)\) such that \((t, u, v) \in E\),

\[|f(t, u, v)| \leq \psi(t)\varphi(|v|).\]

Then the problem (1.1) has at least one solution \(u \in W^{2,p}(a, b)\) such that for all \(t \in [a, b]\)

\[\alpha \leq u(t) \leq \beta.\]

If \(f\) does not depend on \(u'\) as in problem (1.10), Theorem 2.1 reduces to the following one.

**Theorem 2.4** Let \(A_0, B_0 \in \mathbb{R}, a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+\) with \(a_1^2 + a_2^2 > 0, b_1^2 + b_2^2 > 0\).

Assume \(\alpha\) and \(\beta \in C([a, b])\) are \(W^{2,1}\)-lower and upper solutions of the problem (1.10) such that \(\alpha \leq \beta\).

Let \(E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\}\) and \(f : E \to \mathbb{R}\) be an \(L^1\)-Carathéodory function.

Then the problem (1.10) has at least one solution \(u \in W^{2,1}(a, b)\) such that for all \(t \in [a, b]\)

\[\alpha(t) \leq u(t) \leq \beta(t).\]

As for the periodic problem, we have solutions of (1.1) between maxima of lower solutions and minima of upper solutions.

**Theorem 2.5** Let \(A_0, B_0 \in \mathbb{R}, a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+\) with \(a_1^2 + a_2^2 > 0, b_1^2 + b_2^2 > 0\).

Let \(\alpha_i \in C([a, b])\) \((i = 1, \ldots, n)\) and \(\beta_j \in C([a, b])\) \((j = 1, \ldots, m)\) be respectively \(W^{2,1}\)-lower solutions and \(W^{2,1}\)-upper solutions of (1.1). Define \(A_i \subset [a, b]\) (resp. \(B_j \subset [a, b]\)) to be the set of points where \(\alpha_i\) (resp. \(\beta_j\)) is derivable. Assume \(\alpha := \max_{1 \leq i \leq n} \alpha_i \leq \beta := \min_{1 \leq j \leq m} \beta_j\).

Define \(E = \{(t, u) \in [a, b] \times \mathbb{R}^2 \mid \min_i \alpha_i \leq u \leq \max_j \beta_j\}\) and let \(p, q \in [1, \infty]\) be such that \(\frac{1}{p} + \frac{1}{q} = 1\). Assume \(f : E \to \mathbb{R}\) satisfies an \(L^p\)-Carathéodory condition and there exists \(N \in L^1(a, b), N > 0\) such that for all \(i\) and a.e. \(t \in A_i\) (resp. for all \(j\) and a.e. \(t \in B_j\))

\[f(t, \alpha_i(t), \alpha_i'(t)) \geq -N(t) \quad (\text{resp. } f(t, \beta_j(t), \beta_j'(t)) \leq N(t)).\]
Assume moreover there exist \( \varphi \in \mathcal{C}(\mathbb{R}^+, \mathbb{R}^+_0) \) and \( \psi \in L^p(a, b) \) that satisfy conditions (a) and (b) in Theorem 2.1.

Then the problem (1.1) has at least one solution \( u \in W^{2,p}(a, b) \) such that for all \( t \in [a, b] \)
\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

**Exercise 2.1** Prove the previous theorem using as a guideline the proof of Theorem I-6.10.

As previously we have the existence of maximal and minimal solutions between \( \alpha \) and \( \beta \) in the following sense.

**Theorem 2.6** Let \( A_0, B_0 \in \mathbb{R}, a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0 \) and \( b_1^2 + b_2^2 > 0 \).

Assume \( \alpha \) and \( \beta \in \mathcal{C}([a, b]) \) are \( W^{2,1} \)-lower and upper solutions of problem (1.1) such that \( \alpha \leq \beta \). Define \( A \subset [a, b] \) (resp. \( B \subset [a, b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Let \( E \) be defined in (1.2), \( p \in [1, \infty] \) and \( f : E \rightarrow \mathbb{R} \) be an \( L^p \)-Carathéodory function. Suppose there exists \( N \in L^1(a, b), N > 0 \), such that for a.e. \( t \in A \) (resp. for a.e. \( t \in B \))
\[
f(t, \alpha(t), \alpha'(t)) \geq -N(t), \quad \text{(resp. } f(t, \beta(t), \beta'(t)) \leq N(t)).
\]

Assume moreover there exist \( \varphi \in \mathcal{C}(\mathbb{R}^+, \mathbb{R}^+_0) \) and \( \psi \in L^p(a, b) \) satisfying conditions (a) and (b) in Theorem 2.1.

Then the problem (1.1) has a minimal solution \( u_{\text{min}} \in W^{2,p}(a, b) \) and a maximal solution \( u_{\text{max}} \in W^{2,p}(a, b) \) in \([\alpha, \beta]\), i.e.
\[
\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta,
\]
and any other solution \( u \) such that \( \alpha \leq u \leq \beta \) satisfies
\[
u_{\text{min}} \leq u \leq u_{\text{max}}.
\]

**Exercise 2.2** Prove Theorem 2.6 adapting the argument used to prove Theorem I-2.4.

**Exercise 2.3** Suppose the assumptions of Theorem 2.6 and that there exist (a) an upper solution \( \hat{\beta} \) such that, for all \( t \in [a, b] \), \( \alpha(t) \leq \hat{\beta}(t) < \beta(t) \);
(b) a continuum of lower solutions \( S \) in \( \mathcal{C}([a, b]) \) such that \( \alpha \in S \) and for some \( \hat{\alpha} \in S, \hat{\alpha} \leq \beta \).

Prove there exist then two solutions of (1.1).

**Hint:** See [22].
2.2 A multiplicity result for the Neumann problem

Consider the problem

\[ u'' + f(t, u) = 0, \quad u'(a) = 0, \quad u'(b) = 0, \]  

(2.2)

where \( f(t, u) \) is \( L^1 \)-Carathéodory. Assume that for some sequences \((a_n)_n\) and \((b_n)_n\) of positive numbers such that \( a_1 \leq b_1 \leq \ldots \leq a_n \leq b_n \leq \ldots \) we have

\[ f(t, a_n) \geq 0 \quad \text{and} \quad f(t, b_n) \leq 0. \]

It is clear then that \( a_n \) and \( b_n \) are \( W^{2,1} \)-lower and upper solutions of (2.2). Existence of infinitely many solutions follows.

The problem is more difficult if we add some forcing \( h(t) \) which might be unbounded. Consider for example the problem

\[ u'' + f(t, u) = h(t), \quad u'(0) = 0, \quad u'(1) = 0. \]  

(2.3)

To deal with this problem, let us recall that the operator

\( L : \text{Dom} \ L \subset C([0, 1]) \rightarrow X \subset L^1(0, 1), u \mapsto u'' \),  

(2.4)

where \( X = \{ u \in L^1(0, 1) \mid \int_0^1 u(t) \, dt = 0 \} \) and \( \text{Dom} \ L = \{ u \in W^{2,1}(0, 1) \mid \int_0^1 u(t) \, dt = 0 \ \text{and} \ u'(0) = u'(1) = 0 \} \), has a continuous inverse.

We can obtain lower solutions from the following result.

**Proposition 2.7** Let \( c \) be the norm of the inverse of \( L \) defined in (2.4), \( f \) be an \( L^1 \)-Carathéodory function and let \( h \in L^1(0, 1) \) satisfy \( \int_0^1 h(t) \, dt = 0 \). Assume that there exists \( a > 0 \) such that for a.e. \( t \in [0, 1] \) and all \( u \in [a - c\|h\|_{L^1}, a + c\|h\|_{L^1}] \), \( f(t, u) \geq 0 \).

Then there exists a \( W^{2,1} \)-lower solution \( \alpha \) of (2.3) with

\[ \alpha(t) \in [a - c\|h\|_{L^1}, a + c\|h\|_{L^1}] \ 	ext{on} \ [0, 1]. \]

**Proof:** The function \( \alpha = a + L^{-1}(h) \) is a lower solution which is in \( [a - c\|h\|_{L^1}, a + c\|h\|_{L^1}] \).

Upper solutions are obtained along the same lines.

**Proposition 2.8** Let \( c \) be the norm of the inverse of \( L \) defined in (2.4), \( f \) be an \( L^1 \)-Carathéodory function and let \( h \in L^1(0, 1) \) satisfy \( \int_0^1 h(t) \, dt = 0 \). Assume that there exists \( b > 0 \) such that
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for a.e. \( t \in [0,1] \) and all \( u \in [b - c\|h\|_{L^1}, b + c\|h\|_{L^1}] \), \( f(t, u) \leq 0 \).

Then there exists a \( W^{2,1} \)-upper solution \( \beta \) of (2.3) with
\[
\beta(t) \in [b - c\|h\|_{L^1}, b + c\|h\|_{L^1}] \text{ on } [0,1].
\]

Exercise 2.4 Prove the existence of an infinite number of solutions for the Neumann problem
\[
\begin{align*}
u'' + \sin \sqrt{u} &= h(t), \\
u'(0) &= 0, \quad u'(1) = 0,
\end{align*}
\]
in case \( h \in L^1(0,1) \) and \( |\int_0^1 h(t) dt| < 1 \).

In Propositions 2.7 and 2.8, lower and upper solutions are obtained from a sign condition on \( f(t, u) \), which holds on intervals long enough. A similar result can be obtained if the intervals are small but \( |f(t, u)| \) is large enough.

Proposition 2.9 Let \( f : [0,1] \times \mathbb{R} \to \mathbb{R} \) be an \( L^2 \)-Carathéodory function and \( h \in L^2(0,1) \). Assume there exist sequences \( (a_n)_n, (b_n)_n \) and \( (c_n)_n \) of positive numbers such that
\[(a) \lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n - c_n = +\infty; \]
\[(b) \text{ for some } \epsilon > 0 \text{ and any } n, \ a_n c_n \geq \epsilon; \]
\[(c) \text{ for any } u \in [b_n - c_n, b_n + c_n], \ f(t, u) \geq a_n. \]

Then, for any \( R > 0 \), there exists a function \( \alpha(t) \geq R \), which is a \( W^{2,1} \)-lower solution for (2.3).

Proof : Let \( R > 0 \) be fixed. Consider the problem
\[
\begin{align*}
w'' - dw &= h(t), \\
w'(0) &= 0, \quad w'(1) = 0,
\end{align*}
\]
where \( d > 0 \). Any solution \( w \) of this problem is such that
\[
\int_0^1 w'^2 dt + d \int_0^1 w^2 dt = -\int_0^1 hw dt.
\]
Hence, we have the a priori estimates
\[
\|w\|_{L^2} \leq \frac{1}{d}\|h\|_{L^2} \quad \text{and} \quad \|w'\|_{L^2} \leq \frac{1}{\sqrt{d}}\|h\|_{L^2}.
\]
Also, for some \( t_0 \),
\[
|w(t_0)| \leq \frac{1}{d}\|h\|_{L^2}.
\]
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Hence, we obtain
\[ w^2(t) = w^2(t_0) + 2 \int_{t_0}^{t} w(s)w'(s) \, ds \leq \frac{\|h\|_{L^2}^2}{d^2}(1 + 2d^2). \]

Let us choose \( d_0 \) such that
\[ \frac{\|h\|_{L^2}^2}{d_0}(1 + 2d_0^2) = \epsilon, \]
n so that
\[ a_n \geq d|w(t)| \]
and
\[ c_n \geq \frac{\epsilon}{a_n} \geq \frac{\|h\|_{L^2}^2}{d}(1 + 2d^2)^{\frac{1}{2}} \geq |w(t)|. \]

Now, it is easy to see that \( \alpha(t) = b_n + w(t) \geq R \) is a lower solution since
\[ \alpha'' + f(t, \alpha) - h(t) \geq dw + h(t) + a_n - h(t) \geq 0. \]

A similar result holds for upper solutions.

**Proposition 2.10** Let \( f : [0, 1] \times \mathbb{R} \to \mathbb{R} \) be an \( L^2 \)-Carathéodory function and \( h \in L^2(0, 1) \). Assume there exist sequences \( (a_n)_n, (b_n)_n \) and \( (c_n)_n \) of positive numbers such that

\( a_n \geq \|h\|_{L^2}(1 + 2d_0^2)^{\frac{1}{2}}, \quad b_n - c_n \geq R \)

and next \( d \geq d_0 \) so that \( a_n = \|h\|_{L^2}(1 + 2d^2)^{\frac{1}{2}} \). For this choice of \( d \) and \( n \), and all \( t \in [0, 1] \), we have
\[ a_n \geq d|w(t)| \]
and
\[ c_n \geq \frac{\epsilon}{a_n} \geq \frac{\|h\|_{L^2}^2}{d}(1 + 2d^2)^{\frac{1}{2}} \geq |w(t)|. \]

Then, for any \( R > 0 \), there exists a function \( \beta(t) \geq R \), which is a \( W^{2,1} \)-upper solution for (2.3).

**Exercise 2.5** Prove that the problem
\[
\begin{align*}
u'' + u\sin u^2 &= h(t), \\
u'(0) &= 0, \quad u'(1) = 0,
\end{align*}
\]
where \( h \in L^2(0, 1) \), has an infinite number of solutions.
2. W^{2,1}-Solutions

2.3 A multiplicity result for the Dirichlet problem

For the Neumann problem, existence of an infinite number of solutions was deduced from sequences of lower and upper solutions \((\alpha_n)_n\) and \((\beta_n)_n\) which are well-ordered

\[ \alpha_1 \leq \beta_1 \leq \ldots \leq \alpha_n \leq \beta_n \leq \ldots \]

Such a geometry might seem difficult to find for a Dirichlet problem since we cannot enclose the lower and upper solutions in disjoint intervals. It occurs however if the nonlinearity \(f\) oscillates enough around the first eigenvalue.

To build such an example, consider the Dirichlet problem

\[
\begin{align*}
\frac{d^2 u}{dt^2} + u + f(t, u) &= 0, \\
\alpha(0) &= 0, \quad \alpha(\pi) = 0,
\end{align*}
\]

(2.5)

where \(f(t, u)\) is an \(L^1\)-Carathéodory function defined as follows. First, let \(t_1 \in ]0, \frac{\pi}{2}\] be such that

\[
\frac{1}{2} - \frac{t_1(\pi-t_1)}{4} \geq \frac{\pi^2}{16} - \frac{1}{2},
\]

define

\[ k = \sin t_1 - \frac{t_1(\pi-t_1)}{4} < 1 - \frac{\pi^2}{16} \]

and let \(\mu, \nu\) satisfy

\[
\frac{1}{k} (\frac{\pi^2}{16} - \frac{1}{2}) \leq \mu \leq \frac{1}{k} (\frac{1}{2} - \frac{t_1(\pi-t_1)}{4}).
\]

Next, we choose positive sequences \((A_n)_n\) and \((B_n)_n\) such that

\[ kA_n < (1 - \frac{\pi^2}{16})A_n < kB_n < (1 + \frac{\pi^2}{16})B_n < kA_{n+1} \quad \text{and} \quad A_{n+1} \geq \frac{4+\pi}{4-\pi}B_n. \]

At last, we choose \(f\) so that

\[ f(t, u) \geq \mu u, \quad \text{on} \ [0, \pi] \times \bigcup_{n=1}^{\infty} [kA_n, (1 - \frac{\pi^2}{16})A_n], \]
\[ f(t, u) \leq -\mu u, \quad \text{on} \ [0, \pi] \times \bigcup_{n=1}^{\infty} [kB_n, (1 + \frac{\pi^2}{16})B_n], \]
\[ |f(t, u)| \leq \nu u, \quad \text{on} \ [0, \pi] \times \mathbb{R}^+. \]

We shall then consider nested lower and upper solutions

\[ \alpha_n(t) = A_n(\sin t - \frac{t(\pi-t)}{4}) \geq 0, \]
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and
\[ \beta_n(t) = B_n(\sin t + \frac{t(\pi - t)}{4}) \in [\alpha_n, \alpha_{n+1}] . \]

To verify that \( \alpha_n \) is a lower solution, notice that in case \( \alpha_n(t) \leq kA_n \), i.e. \( t \leq t_1 \) or \( t \geq \pi - t_1 \), we have
\[ \alpha_n'' + \alpha_n + f(t, \alpha_n) \geq A_n \left[ \frac{1}{2} - \frac{t_1(\pi - t_1)}{4} - kv \right] \geq 0 \]
and, if \( \alpha_n(t) > kA_n \), we compute
\[ \alpha_n'' + \alpha_n + f(t, \alpha_n) \geq A_n \left[ \frac{1}{2} - \frac{\pi^2}{16} + k\mu \right] \geq 0 . \]

Similarly, we can check \( \beta_n \) is an upper solution. As a consequence the problem (2.5) has an infinite number of ordered positive solutions.

## 3 One-Sided Nagumo Condition

One-sided Nagumo condition were introduced in Sections 1.4.3 and 1.4.4. These ideas can be applied for the separated boundary value problem (1.1).

**Theorem 3.1** Let \( A_0, B_0 \in \mathbb{R} \), \( a_1, b_1 \in \mathbb{R} \), \( a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0 \), \( b_1^2 + b_2^2 > 0 \).

Suppose \( \alpha \) and \( \beta \in C([a, b]) \) are \( W^{2,1} \)-lower and upper solutions of the problem (1.1) such that \( \alpha \leq \beta \). Define \( A \subset [a, b] \) (resp. \( B \subset [a, b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Let \( E \) be defined in (1.2) and, for some \( p \in [1, \infty] \), \( f : E \to \mathbb{R} \) be an \( L^p \)-Carathéodory function. Assume there exists \( N \in L^1(a, b) \), \( N > 0 \) such that, for a.e. \( t \in A \) (resp. for a.e. \( t \in B \)),
\[ f(t, \alpha(t), \alpha'(t)) \geq -N(t), \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N(t)) . \]

If moreover there exist \( r \geq 0 \), \( \varphi \in C(\mathbb{R}^+, \mathbb{R}_0^+) \) and \( \psi \in L^p(a, b) \) such that (a) for all \( u \) solution of (1.1) with \( \alpha \leq u \leq \beta \), we have
\[ u'(a) \leq r \quad \text{and} \quad u'(b) \geq -r \quad (\text{resp. } u'(a) \geq -r \quad \text{and} \quad u'(b) \leq r) ; \]
(b) \[ \int_r^\infty \frac{s^{1/q}}{\varphi(s)} \, ds > \| \psi \|_{L^p} \left( \max_t \beta(t) - \min_t \alpha(t) \right)^{1/q} , \text{ where } q = \frac{p}{p-1} ; \]
(c) for a.e. \( t \in [a, b] \) and all \( (u, v) \in \mathbb{R}^2 \) such that \( (t, u, v) \in E \), we have
\[ f(t, u, v) \leq \psi(t) \varphi(|v|) \quad (\text{resp. } f(t, u, v) \geq -\psi(t) \varphi(|v|)) . \]

Then the problem (1.1) has at least one solution \( u \in W^{2,p}(a, b) \) such that for all \( t \in [a, b] \)
\[ \alpha(t) \leq u(t) \leq \beta(t) . \]
Proof: We proceed as in the proof of Theorem 2.1 except for Step 4 where we use Proposition I-4.8 rather than Proposition I-4.7.

Theorem 3.2 Let $A_0, B_0 \in \mathbb{R}, a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+$ with $a_1^2 + a_2^2 > 0, b_1^2 + b_2^2 > 0$.

Suppose $\alpha$ and $\beta \in C([a, b])$ are $W^{2,1}$-lower and upper solutions of the problem (1.1) such that $\alpha \leq \beta$. Define $A \subset [a, b]$ (resp. $B \subset [a, b]$) to be the set of points where $\alpha$ (resp. $\beta$) is derivable.

Let $E$ be defined in (1.2) and, for some $p \in [1, \infty], f : E \to \mathbb{R}$ be an $L^p$-Carathéodory function. Assume there exists $N \in L^1(a, b), N > 0$ such that, for a.e. $t \in A$ (resp. for a.e. $t \in B$),

$$f(t, \alpha(t), \alpha'(t)) \geq -N(t), \quad (\text{resp. } f(t, \beta(t), \beta'(t)) \leq N(t)).$$

If moreover there exist $r \geq 0, \varphi \in C([0, \infty), [0, \infty))$ and $\psi \in L^p(a, b)$ such that

(a) for all $u$ solution of (1.1) with $\alpha \leq u \leq \beta$, we have

$$|u'(a)| \leq r \quad (\text{resp. } |u'(b)| \leq r);$$

(b) $\int_r^{\infty} \frac{s^{1/q}}{\varphi(s)} \, ds > \|\psi\|_{L^p(t)} (\max \beta(t) - \min \alpha(t))^{1/q},$ where $q = \frac{p}{p-1};$

(c) for a.e. $t \in [a, b]$ and all $(u, v) \in \mathbb{R}^2$ such that $(t, u, v) \in E$, we have

$$\text{sgn}(v)f(t, u, v) \leq \psi(t)\varphi(|v|) \quad (\text{resp. } \text{sgn}(v)f(t, u, v) \geq -\psi(t)\varphi(|v|)).$$

Then the problem (1.1) has at least one solution $u \in W^{2, p}(a, b)$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

Proof: We proceed as in the proof of Theorem 2.1 except for Step 4 where we use Proposition I-4.9 rather than Proposition I-4.7.

The conditions $|u'(a)| \leq r$ or $|u'(b)| \leq r$ are automatically satisfied in case of the Neumann problem or of the Robin problem.

Example 3.1 Consider the boundary value problem

$$u'' = -u^{2n+1} + k \sin 2\pi t,$$

$$u'(0) = 0, \quad u(1) = 0,$$

with $n \geq 0$ and $k \in \mathbb{R}$. It is easy to see that Theorem 3.2 applies with lower and upper solutions

$$\alpha(t) = -\beta(t) = -|k|^{1/2n+1}(1 - t).$$
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Assumption (c) is satisfied since $f(t, u, v) = -v^{2n+1} + k \sin 2\pi t \leq k \sin 2\pi t$, for $v > 0$, and $f(t, u, v) \geq k \sin 2\pi t$ for $v < 0$. Notice that Theorem 2.1 does not apply if $n$ is large enough.

For other problems, the estimate $r$ can sometimes be deduced from the upper and lower solutions if they coincide at $t = a$ or $t = b$.

**Example 3.2** Consider the boundary value problem

$$u'' = -u^{2n} \sin \pi t + k \sin 2\pi t,$$
$$u(0) = 0, \quad u(1) = 0,$$

with $n \geq 0$ and $k \in [-1, 1]$. Theorem 3.1 applies now with

$$\beta(t) = t(1 - t) = -\alpha(t).$$

Assumption (a) is satisfied since the conditions $\alpha \leq u \leq \beta$ and $\alpha(0) = \beta(0) = 0$ imply

$$\alpha'(0) = -1 \leq u'(0) \leq \beta'(0) = 1.$$

We mentioned in Section I-4.3 that the one-sided Nagumo conditions impose that along curves $u' = \mu(u)$ and $u' = \nu(u)$ the vector field is not tangent from above along $u' = \mu(u)$ and not from below along $u' = \nu(u)$. The following proposition describes such a situation for the Dirichlet problem.

**Proposition 3.3** Let $R > 0$, let $\alpha, \beta \in C([a,b])$ be such that $\alpha \leq \beta$ and define $E$ from (1.2).

Then for every $L^1$-Carathéodory function $f : E \to \mathbb{R}$ which satisfies

$$uf(t, u, v) \geq 0 \quad \text{if } (t, u, v) \in E \text{ and } |v| \geq R, \quad (3.1)$$

and every solution $u$ of

$$u'' = f(t, u, u'),$$
$$u(a) = 0, \quad u(b) = 0, \quad (3.2)$$

such that $\alpha \leq u \leq \beta$, we have

$$\|u'\|_{\infty} \leq R.$$

**Proof**: Let $u$ be a solution of (3.2) such that $\alpha \leq u \leq \beta$. 
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3. One-Sided Nagumo Condition

Claim 1 – The function $u$ is such that

$$(u(t), u'(t)) \not\in F_1 := \{(u, v) \mid u \geq 0, v > R\} \quad \text{if } t \in [a, b].$$

Assume on the contrary that for some $t_1 \in [a, b]$, $(u(t_1), u'(t_1)) \in F_1$. Notice first that we can find $t_2 \geq t_1$ such that $u(t_2) > 0$ and $u'(t_2) > R$. As $u(b) = 0$, we can find $t_3 \in [t_2, b]$ such that $(u(t), u'(t)) \in F_1$ for any $t \in [t_2, t_3]$ and $u'(t_3) = R$. This gives the contradiction

$$R = u'(t_3) = u'(t_2) + \int_{t_2}^{t_3} f(s, u(s), u'(s)) \, ds > R.$$  

Claim 2 – The function $u$ is such that

$$(u(t), u'(t)) \not\in F_2 := \{(u, v) \mid u < 0, v > R\} \quad \text{if } t \in [a, b].$$

This claim is proved reversing the time and using the arguments of Claim 1.

Conclusion – For $t \in [a, b]$, we deduce from the above claims and the continuity of $u'$ that $(u(t), u'(t)) \not\in F_1 \cup F_2$, i.e. $u'(t) \leq R$.

We prove in a similar way that $u'(t) \geq -R$.

The assumptions of this proposition impose some conditions on the vector field $(u(t), u'(t))$ associated with (3.2). These can be understood geometrically as in the figure 6.

Fig. 6: Vector field in Proposition 3.3

The above proposition can be improved two ways. We can replace the sign conditions (3.1) by Nagumo conditions (see the remark after Proposition 3.3).
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I-4.6). This amounts to replace the segments \( u' = R \) and \( u' = -R \) by curves deduced from these Nagumo conditions. Another improvement concerns the inversion of the vector field on the segments \( u' = R \) and \( u' = -R \). These can take place at some point \( u = \mu_1(t) \) and \( u = \mu_2(t) \). Such a generalization is worked out in the next proposition.

**Proposition 3.4** Let \( R > 0 \), let \( \alpha, \beta \in C([a, b]) \) be such that \( \alpha \leq \beta \) and define \( E \) from \((1.2)\). Assume there exist \( \mu_1 \) and \( \mu_2 \in W^{1,1}(a, b) \) such that \( -R \leq \mu'_1, R \geq \mu'_2, \mu_1(a) \geq 0 \geq \mu_2(a) \) and \( \mu_1(b) \leq 0 \leq \mu_2(b) \).

Then for every \( L^1 \)-Carathéodory function \( f : E \to \mathbb{R} \) which satisfies

\[
\begin{align*}
(u - \mu_1(t)) f(t, u, v) &\geq 0 & \text{if } v \leq -R, \\
(u - \mu_2(t)) f(t, u, v) &\geq 0 & \text{if } v \geq R,
\end{align*}
\]

on \( E \) and every solution \( u \) of \((3.2)\) such that \( \alpha \leq u \leq \beta \), we have

\[ \|u'\|_{\infty} \leq R. \]

Functions \( \mu_1 \) and \( \mu_2 \) that satisfies such assumptions are often called **diagonals**.

**Exercise 3.1** Prove the above result.

**Hint** : Let \( u \) be a solution of \((3.2)\) such that \( \alpha \leq u \leq \beta \) and show that the function \( u \) is such that

(i) if \((u(t), u'(t)) \in F_1(t) := \{(u, v) \mid u \geq \mu_2(t), v > R \} \) for some \( t \in [a, b[ \), the condition \( u(b) = 0 \) cannot be satisfied;

(ii) if \((u(t), u'(t)) \in F_2(t) := \{(u, v) \mid u < \mu_2(t), v > R \} \) for some \( t \in [a, b] \), the condition \( u(a) = 0 \) cannot be satisfied.

**Exercise 3.2** State and prove the counterpart of Theorems 3.1 and 3.2 using Propositions 3.3 or 3.4.

### 4 Dirichlet Problem

#### 4.1 Derivative independent problems

Dirichlet boundary value problems

\[
\begin{align*}
\frac{d^2u}{dt^2} &= f(t, u), \\
u(a) &= 0, \ u(b) = 0,
\end{align*}
\]
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can be studied for more general nonlinearities than $L^1$-Carathéodory functions. This remark follows from the analysis of the linear problem

\begin{align*}
u'' &= h(t), \\
u(a) &= 0, \quad u(b) = 0. \quad (4.2)
\end{align*}

Its solution makes sense as a function in $C_0([a, b]) \cap W^{2,1}_{loc}(a, b)$ provided

\[(s - a)(b - s)|h(s)| \in L^1(a, b)\]

(cfr. Proposition 4.1). For example, the problem

\begin{align*}
t(1-t)u'' &= 1, \\
u(0) &= 0, \quad u(1) = 0,
\end{align*}

has the solution $u(t) = t \ln t + (1-t) \ln(1-t)$ which is in $C_0([0, 1]) \cap W^{2,1}_{loc}(0, 1)$ but not in $C^1([0, 1])$. Notice that in some cases, problems with such singularities turn out to have solutions in $C^\infty([a, b])$. This is the case in the example

\begin{align*}
t(1-t)u'' + u &= -t(1-t), \\
u(0) &= 0, \quad u(1) = 0,
\end{align*}

whose solution is $u(t) = t(1-t)$.

The following proposition makes precise the main result we need concerning the linear problem (4.2).

**Proposition 4.1** If

\[h \in \mathcal{A} := \{ h \mid (s - a)(b - s)h(s) \in L^1(a, b) \},\]

the problem (4.2) has one and only one solution

\[u \in W^{2,\mathcal{A}}(a, b) := \{ u \in W^{1,1}(a, b) \mid u'' \in \mathcal{A} \} \subset C([a, b]) \cap C^1([a, b])\]

such that

\[u(t) = \int_a^b G(t, s) h(s) \, ds,\]

where $G(t, s)$ is the Green’s function corresponding to (4.2). Further, we have

\[\|u\|_\infty \leq \frac{1}{b-a} \|h\|_{\mathcal{A}},\]

where $\|h\|_{\mathcal{A}} = \int_a^b (s - a)(b - s)|h(s)| \, ds$.
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Claim 3 – Using Hake’s Theorem and Lebesgue’s Dominated Convergence Theorem we obtain

\[ \lim_{t \to a^+} u(t) = 0, \quad \text{for } a < t < b. \]

Claim 2 – The function \( u \) is continuous and \( u(a) = u(b) = 0 \). From Claim 1, \( u \in \mathcal{C}[a, b] \). Next, as \( \int_a^t \frac{s-a}{b-a} h(s) \, ds \in W^{1,1}(a, c) \), we have

\[ \lim_{t \to a} b \int_a^t \frac{s-a}{b-a} h(s) \, ds = 0. \]

On the other hand, we can write

\[ |(t-a) \int_t^b \frac{s-a}{b-a} h(s) \, ds| \leq \int_a^b \chi_{[t,b]}(s) \frac{(t-a)(b-s)}{b-a} |h(s)| \, ds, \]

where \( \chi_{[t,b]} \) is the characteristic function of the interval \([t, b]\). Further, as

\[ \chi_{[t,b]}(s) \frac{(t-a)(b-s)}{b-a} |h(s)| \leq \frac{(s-a)(b-s)}{b-a} |h(s)| \in L^1(a, b), \]

the Lebesgue’s Dominated Convergence Theorem implies

\[ \lim_{t \to a} b \int_t^b \frac{s-a}{b-a} h(s) \, ds = 0. \]

This proves \( \lim_{t \to a} u(t) = 0 \). In a similar way we obtain \( \lim_{t \to b} u(t) = 0 \).

Claim 3 – \( \|u\|_\infty \leq \frac{1}{b-a} \|h\|_{\mathcal{A}} \). We deduce from (4.3) that

\[ |u(t)| \leq \int_a^t \frac{(b-t)(s-a)}{b-a} |h(s)| \, ds + \int_t^b \frac{(b-s)(t-a)}{b-a} |h(s)| \, ds \]

\[ \leq \int_a^b \frac{(b-s)(s-a)}{b-a} |h(s)| \, ds. \]

and the claim follows.
Remark If $h \in L^1_{loc}(a, b)$, any solution $u$ of (4.2) reads

$$u(t) = u(t_0) + \int_{t_0}^{t} h(s)(t - s) \, ds,$$

where $t_0$ is chosen such that $u'(t_0) = 0$. If further $h$ is one-sign we can deduce from Levi’s Theorem that the integrals

$$\int_{a}^{t_0} (s - a)h(s) \, ds \quad \text{and} \quad \int_{t_0}^{b} (b - s)h(s) \, ds$$

exist, so that $(s - a)(b - s)h(s) \in L^1(a, b)$.

Notice that this does not hold anymore if $h$ changes sign. Consider for example the problem

$$u'' = -\frac{1}{t^2} \sin \frac{1}{t}, \quad u(0) = 0, \quad u(\frac{1}{\pi}) = 0,$$

which has a continuous solution $u(t) = t \sin \frac{1}{t}$ although $s(\frac{1}{\pi} - s)h(s) \notin L^1(0, \frac{1}{\pi})$.

The Proposition 4.1 suggests how to generalize the Carathéodory conditions in case of the Dirichlet problem. Let us write the boundary value problem (4.1) as an operator equation

$$Lu = Nu.$$

To inverse the linear operator $L$, we deduce from Proposition 4.1 that the function $Nu$ should be in $A$. A natural assumption to ensure this is coined in the following definition. A function $f : D \subset [a, b] \times \mathbb{R} \to \mathbb{R}$ is said to be an $A$-Carathéodory function if it is a Carathéodory function such that for any $r > 0$ there exists $h \in A$ and for all $(t, u) \in D$ with $|u| \leq r$

$$|f(t, u)| \leq h(t). \quad (4.4)$$

Notice that in the introductory examples, the functions

$$f(t, u) = \frac{1}{t(1 - t)} \quad \text{and} \quad -1 - \frac{u}{t(1 - t)}$$

are $A$-Carathéodory functions. Observe also that $L^1(a, b) \subset A$, so that this definition generalizes the classical $L^1$-Carathéodory conditions on $f$.
For Dirichlet problems, the notion of $W^{2,1}$-lower and upper solutions particularizes as follows.

**Definitions 4.1** A function $\alpha \in C([a, b])$ is said to be a $W^{2,1}$-lower solution of \( (4.1) \) if

(a) for any $t_0 \in ]a, b[\), either $D_- \alpha(t_0) < D^+ \alpha(t_0)$, or there exists an open interval $I_0 \subset ]a, b[\) such that $t_0 \in I_0$, $\alpha \in W^{2,1}(I_0)$ and, for a.e. $t \in I_0$,

\[
\alpha''(t) \geq f(t, \alpha(t));
\]

(b) $\alpha(a) \leq 0$, $\alpha(b) \leq 0$.

A function $\beta \in C([a, b])$ is a $W^{2,1}$-upper solution of \( (4.1) \) if

(a) for any $t_0 \in ]a, b[\), either $D^- \beta(t_0) > D^+ \beta(t_0)$, or there exists an open interval $I_0 \subset ]a, b[\) such that $t_0 \in I_0$, $\beta \in W^{2,1}(I_0)$ and, for a.e. $t \in I_0$,

\[
\beta''(t) \leq f(t, \beta(t));
\]

(b) $\beta(a) \geq 0$, $\beta(b) \geq 0$.

We can now state the main result for the Dirichlet problem \( (4.1) \).

**Theorem 4.2** Assume that $\alpha$ and $\beta$ are $W^{2,1}$-lower and upper solutions of \( (4.1) \) such that $\alpha \leq \beta$. Let $E = \{ (t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t) \}$ and $f : E \to \mathbb{R}$ be an $A$-Carathéodory function.

Then the problem \( (4.1) \) has at least one solution $u \in W^{2,A}(a, b)$ such that for all $t \in [a, b]$

\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

**Proof:** We consider the modified problem

\[
\begin{align*}
  u'' &= f(t, \gamma(t, u)), \\
  u(a) &= 0, \quad u(b) = 0,
\end{align*}
\]

where $\gamma$ is defined by \( (1.6) \).

**Claim 1** – The problem \( (4.5) \) has at least one solution $u \in W^{2,A}(a, b)$. Define the operator $T : C([a, b]) \to C([a, b])$ given by

\[
(Tu)(t) = \int_a^b G(t, s)f(s, \gamma(s, u(s))) \, ds,
\]

where $G(t, s)$ is the Green’s function associated with \( (4.2) \). We can prove that $T$ is completely continuous and bounded. Hence by Schauder’s Fixed Point Theorem, $T$ has a fixed point $u$ which is a solution of \( (4.5) \) in $W^{2,A}(a, b)$.
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Claim 2 – Any solution \( u \) of (4.5) satisfies \( \alpha \leq u \leq \beta \). Observe first that \( \alpha(a) \leq u(a) \leq \beta(a) \) and \( \alpha(b) \leq u(b) \leq \beta(b) \). Next, we argue as in Theorem 2.1 to obtain the result.

Conclusion – From Claim 2, the function \( u \), solution of (4.5), solves (4.1).

In the above proof, the condition \( h \in A \) is used to insure

\[ \| \int_a^b G(t, s) h(s) \, ds \|_\infty < +\infty \quad \text{and} \quad \int_a^b |\frac{\partial G}{\partial t}(t, s)| h(s) \, ds \in L^1(a, b). \quad (4.6) \]

We can see that in the periodic case, the set of functions \( h : [a, b[ \rightarrow \mathbb{R}^+ \) measurable that satisfy (4.6) is in fact \( L^1(a, b) \). The same holds true for the separated boundary value problem (1.10) if \( a_2 b_2 \neq 0 \). In that sense, Theorem 4.2 has the same generality as Theorem I-3.1 and Theorem 2.4.

Example 4.1 Consider the boundary value problem

\[
\begin{align*}
u'' + |u|^{1/2} - \frac{1}{t} &= 0, \\
u(0) &= 0, \quad u(\pi) = 0.
\end{align*}
\]

It is easy to see that \( \beta(t) = 0 \) is an upper solution and \( \alpha(t) = t \ln \frac{t}{\pi} - t \) is a lower solution. Hence we have a solution \( u \) such that for all \( t \in [0, \pi] \)

\[ t \ln \frac{t}{\pi} - t \leq u(t) \leq 0. \]

Notice that, in this example, the function \( f(t, u) \) is not \( L^1 \)-Carathéodory.

If we want more regularity, we need more restrictive conditions on \( f \).

For example, we have the following theorem.

**Theorem 4.3** Assume that \( \alpha \) and \( \beta \) are \( W^{2,1} \)-lower and upper solutions of (4.1) such that \( \alpha \leq \beta \). Let \( E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\} \) and \( f : E \rightarrow \mathbb{R} \) satisfy a Carathéodory condition. Assume there exists a measurable function \( h \) such that \( \int_a^b (s - a) h(s) \, ds < \infty \) and for a.e. \( t \in [a, b] \) and all \( u \in \mathbb{R} \) with \( (t, u) \in E \),

\[ |f(t, u)| \leq h(t). \]

Then the problem (4.1) has at least one solution \( u \in W^{2,1}(a, b) \cap C^1([a, b]) \) such that for all \( t \in [a, b] \)

\[ \alpha(t) \leq u(t) \leq \beta(t). \]
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Proof: Existence of a solution \( u \in W^{2,A}(a,b) \) follows from Theorem 4.2. Further

\[
u(t) = \int_{a}^{b} G(t,s)f(s,u(s))\,ds,
\]

where \( G(t,s) \) is the Green’s function corresponding to (4.2). It is now standard to see that \( u \in C^{1}([-a,b]) \).

In the same way, we can consider the problem

\[
\begin{align*}
u'' &= f(t,u), \\
u(a) &= 0, \\
b_{1}u(b) + b_{2}u'(b) &= 0.
\end{align*}
\]

(4.7)

Theorem 4.4 Let \( b_{1} \in \mathbb{R}, \ b_{2} \in \mathbb{R}^{+} \) with \( b_{1}^{2} + b_{2}^{2} > 0 \) and assume that \( \alpha \) and \( \beta \) are \( W^{2,1} \)-lower and upper solutions of (4.7) such that \( \alpha \leq \beta \). Let \( E = \{ (t,u) \in [a,b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t) \} \) and \( f : E \to \mathbb{R} \) satisfy a Carathéodory condition. Assume there exists a measurable function \( h : [a,b] \to \mathbb{R}^{+} \) such that \( \int_{a}^{b}(s-a)h(s)\,ds < \infty \) and, for a.e. \( t \in [a,b] \) and all \( u \in \mathbb{R} \) with \( (t,u) \in E \),

\[
|f(t,u)| \leq h(t).
\]

Then the problem (4.7) has at least one solution \( u \in W^{2,A}(a,b) \cap C^{1}([a,b]) \) such that for all \( t \in [a,b] \)

\[
\alpha(t) \leq u(t) \leq \beta(t).
\]

Exercise 4.1 Prove the above theorem.

4.2 Derivative dependent problems

Consider now the Dirichlet problem with derivative dependence

\[
\begin{align*}
u'' &= f(t,u,u'), \\
u(a) &= 0, \\
u(b) &= 0.
\end{align*}
\]

(4.8)

A natural idea would be to impose a Nagumo condition

\[
|f(t,u,v)| \leq \psi(t)\varphi(|v|),
\]

with \( \psi \in L^{p}(a,b) \) and \( \varphi \in C(\mathbb{R}^{+}, \mathbb{R}^{+}_{0}) \) so as to apply Proposition I-4.7. This forces \( f \) to be \( L^{p}\)-Carathéodory and excludes the type of singularities we considered in the first part of this section. Moreover with such singularities we expect solutions \( u \) to be in \( W^{2,A}(a,b) \) and it is not natural to put conditions on \( f \) that imply an a priori bound on \( ||u'||_{\infty} \). A more reasonable idea is to look for an a priori bound on \( u' \) in \( L^{1}(a,b) \). More precisely, we shall approximate the problem on intervals \( [a_{n}, b_{n}] \subset [a,b] \) and will need an a priori bound \( |u'(t)| \leq h(t) \) valid on \( [a_{n}, b_{n}] \) but with \( h \) independent of \( n \).
To state such results we need the following concept. A function \( f : D \subset [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) is said to be an \( L^1_{loc} \)-Carathéodory function if it is a Carathéodory function and for all \( r > 0 \), there exists \( h \in L^1_{loc}(a, b) \) such that for all \( (t, u, v) \in D \) with \( |u| + |v| \leq r \), we have

\[
|f(t, u, v)| \leq h(t).
\]

**Proposition 4.5** Let \( \alpha \) and \( \beta \in C([a, b]) \) be such that \( \alpha \leq \beta \) and define \( E \) from (1.2). Assume there exist \( \psi \in L^1_{loc}(a, b) \) and a nondecreasing function \( \varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0) \) such that

(a) \( \int_0^\infty \frac{ds}{\varphi(s)} = \infty; \)

(b) for some \( \xi \in ]a, b[ \),

\[
\Phi^{-1}(2|\int_\xi^t \psi(s)ds|) \in L^1(a, b),
\]

where \( \Phi(u) = \int_u^\infty \frac{ds}{\varphi(s)} \).

Then there exists \( h \in L^1(a, b) \cap C([a, b]) \) such that, for every \( a \leq a_1 \leq \frac{a+\xi}{2} < \frac{\xi+b}{2} \leq b \leq b_1 \), every \( L^1_{loc} \)-Carathéodory function \( f : E \to \mathbb{R} \) which satisfies

for a.e. \( t \in [a_1, b_1] \) and all \( (u, v) \in \mathbb{R}^2 \) with \( (t, u, v) \in E \)

\[
|f(t, u, v)| \leq \psi(t)\varphi(|v|),
\]

and every solution \( u \) of

\[
 u'' = f(t, u, u') \tag{4.9}
\]

defined on \([a_1, b_1] \) and such that \( \alpha \leq u \leq \beta \), we have

\[
\forall t \in [a_1, b_1], \quad |u'(t)| \leq h(t).
\]

**Remark 4.1** Let us comment assumption (b).

(i) If \( \psi \in L^1(a, b) \), condition (b) is implied by condition (a);

(ii) In case \( \varphi(v) \equiv 1 \), condition (b) becomes \( \psi \in \mathcal{A} \);

(iii) Condition (b) is implied by \( \Phi^{-1}(2(b-a)\psi(\cdot)) \in \mathcal{A} \). This can be seen using Jensen inequality (see for example [79, Theorem II-2.2]). For \( t \geq \xi \) we obtain

\[
\Phi^{-1}(2\int_\xi^t \psi(s)ds) = \Phi^{-1}(\frac{1}{b-a}\int_a^b 2(b-a)\psi(s)\chi_{[\xi,t]}(s)ds) \leq \frac{1}{b-a}\int_\xi^t \Phi^{-1}(2(b-a)\psi(s))ds.
\]
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If \( \Phi^{-1}(2(b-a)\psi()) \in \mathcal{A} \), we have
\[
\int^t_x \Phi^{-1}(2(b-a)\psi(s)) \, ds \in L^1(\xi, b)
\]
and it follows that
\[
\Phi^{-1}(2 \int^t_x \psi(s) \, ds) \in L^1(\xi, b).
\]

In the same way, we prove
\[
\Phi^{-1}(2 \int^t_x \psi(s) \, ds) \in L^1(a, \xi).
\]

**Proof:** Step 1 – Existence of a function \( h \in C([a, b]) \) that satisfies the assertions of the proposition. Let \( c, d \) be such that \( \frac{a+\xi}{2} < c < \xi < d \leq \frac{\xi+b}{2} \) and \( M > \frac{1}{d-c}(\max_\xi \beta - \min_\xi \alpha) \). Define \( h_1 \) to be the solution of
\[
h_1' = \psi(t)\varphi(h_1), \quad t \in [c, b], \quad h_1(c) = M,
\]
\( h_2 \) the solution of
\[
h_2' = -\psi(t)\varphi(h_2), \quad t \in [a, d], \quad h_2(d) = M,
\]
and
\[
h(t) = \begin{cases} h_2(t), & \text{on } [a, c], \\ \max\{h_1(t), h_2(t)\}, & \text{on } [c, d], \\ h_1(t), & \text{on } [d, b]. \end{cases}
\]

Let \( a_1, b_1 \) be such that \( a \leq a_1 \leq \frac{a+\xi}{2} < c < \xi < d \leq b \) and \( u \) be a solution of (4.9) on \([a_1, b_1]\) with \( \alpha \leq u \leq \beta \).

Observe there exists \( \tau \in [c, d] \) with \( |u'(\tau)| \leq M \). Consider an interval \( I = [t_0, t_1] \) such that \( u'(t) \geq 0 \) on \( I, \, u'(t_0) = M \) and \( t_0 \geq c \). We have, for every \( t \in [t_0, t_1] \),
\[
\int^u_\varphi(t) \frac{d\sigma}{\varphi(\sigma)} = \int_{t_0}^t \frac{u''(s)}{\varphi(u'(s))} \, ds \leq \int_{t_0}^t \psi(s) \, ds \leq \int_{t_0}^t \psi(s) \, ds \leq \int_{t_0}^{h_1(t)} \frac{h_1'(s)}{\varphi(h_1(s))} \, ds = \int_{t_0}^{h_1(t)} \frac{d\sigma}{\varphi(\sigma)},
\]
i.e. \( u'(t) \leq h_1(t) \) on \( I \) and hence on \( [\tau, b_1] \).

In the same way, we prove \( u'(t) \leq h_2(t) \) on \([a_1, \tau]\). It follows that \( u'(t) \geq h(t) \) on \([a_1, b_1]\). At last, we obtain from the same argument that \( u'(t) \geq -h(t) \) on \([a_1, b_1]\).
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Step 2 – \( h \in L^1(a, b) \). We compute

\[
\Phi(h_1(t)) - \Phi(M) = \int_M^{h_1(t)} \frac{dr}{\varphi(r)} = \int_c^t \psi(s) \, ds.
\]

Hence we write

\[
h_1(t) = \Phi^{-1}(\Phi(M) + \int_c^t \psi(s) \, ds)
\]

\[
\leq \Phi^{-1}(\Phi(M) + \int_c^d \psi(s) \, ds + \int_t^d \psi(s) \, ds)
\]

and as \( \Phi^{-1} \) is convex

\[
h_1(t) \leq \frac{1}{2} \left[ \Phi^{-1}(2[\Phi(M) + \int_c^d \psi(s) \, ds]) + \Phi^{-1}(2\int_t^d \psi(s) \, ds) \right],
\]

from which we deduce \( h_1 \in L^1(c, b) \). In the same way, we have

\[
h_2(t) = \Phi^{-1}(\Phi(M) + \int_t^d \psi(s) \, ds)
\]

and deduce \( h_2 \in L^1(a, d) \).

**Remark** The condition \( \varphi \) nondecreasing is not essential. If it is not satisfied, we replace condition (b) by

\[
\Phi^{-1}(\Phi(M) + \int_c^t \psi(s) \, ds) \in L^1(c, b) \text{ and } \Phi^{-1}(\Phi(M) + \int_t^d \psi(s) \, ds) \in L^1(a, d),
\]

where \( M, c \) and \( d \) are defined in the proof of Proposition 4.5.

**Theorem 4.6** Let \( \alpha, \beta \in C([a, b]) \) be \( W^{2,1} \)-lower and upper solutions of the problem (4.8) such that \( \alpha \leq \beta \). Define \( A \subset [a, b] \) (resp. \( B \subset [a, b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Let \( E \) be defined by (1.2) and \( f : E \to \mathbb{R} \) be an \( L^1_{\text{loc}} \)-Carathéodory function. Suppose there exists \( N \in L^1_{\text{loc}}(a, b), N > 0 \) such that, for a.e. \( t \in A \) (resp. for a.e. \( t \in B \)),

\[
f(t, \alpha(t), \alpha'(t)) \geq -N(t), \quad \text{(resp. } f(t, \beta(t), \beta'(t)) \leq N(t)).
\]

Assume moreover there exist \( \psi \in L^1_{\text{loc}}(a, b) \) and a nondecreasing function \( \varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0) \) such that

\[
(a) \int_0^{\infty} \frac{ds}{\varphi(s)} = \infty;
\]
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(b) for some $\xi \in ]a, b[,$

$$\Phi^{-1}(2|\int_{t}^{t} \psi(s) \, ds|) \in L^1(a, b),$$

where $\Phi(u) = \int_{0}^{u} \frac{ds}{\varphi(s)}$;

(c) for a.e. $t \in [a, b]$ and all $(u, v)$ with $(t, u, v) \in E,$

$$|f(t, u, v)| \leq \psi(t)\varphi(|v|).$$

Then the problem (4.8) has at least one solution $u \in C(a, b) \cap W^{2, 1}_{loc}(a, b)$ such that, for all $t \in [a, b],$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

Proof: Step 1 – The modified problem. Let $(a_n)_n, (b_n)_n \subset [a, b[, (A_n)_n, (B_n)_n \subset \mathbb{R}$ be such that

$$\lim_{n \to \infty} a_n = a, \lim_{n \to \infty} b_n = b, \lim_{n \to \infty} A_n = 0, \lim_{n \to \infty} B_n = 0,$$

$$\alpha(a_n) \leq A_n \leq \beta(a_n), \alpha(b_n) \leq B_n \leq \beta(b_n).$$

Consider the modified problem

$$u'' = f(t, u, u'),$$

$$u(a_n) = A_n, \quad u(b_n) = B_n. \quad (4.10)$$

We can assume that for any $n, a_n \leq \frac{a+\xi}{2} < \frac{\xi+b}{2} \leq b_n$. Hence by Theorem 2.1 and Proposition 4.5 problem (4.10) has, for every $n$, a solution $u_n$ satisfying on $[a_n, b_n]$

$$\alpha(t) \leq u_n(t) \leq \beta(t), \quad |u'_n(t)| \leq h(t),$$

with $h$ given by Proposition 4.5.

Step 2 – Existence of a solution $u$ of (4.8). Using Arzelà-Ascoli Theorem, we can find a subsequence $(u_{n_k})_n \subset (u_n)_n$ that converges in $C^1([a_1, b_1])$. Proceeding by induction, for any $k \in \mathbb{N}$, we build $(u_{n_k})_n$ which is a subsequence of $(u_{n_k})_n$ that converges in $C^1([a_k, b_k])$. It follows that the diagonal sequence $(u_{n_k})_n$ converges pointwise to some function $u$ and that, for any compact $K \subset ]a, b[,$ the convergence takes place in $C^1(K)$. Hence, $u$ satisfies on $]a, b[\,$

$$u'' = f(t, u, u')$$
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and
\[ \alpha(t) \leq u(t) \leq \beta(t), \quad |u'(t)| \leq h(t). \]

Let us prove that \( \lim_{t \to a} u(t) = 0 \). Fix \( \epsilon > 0 \) and choose \( \delta > 0 \) so that \( \int_{a}^{a+\delta} h(s) \, ds \leq \epsilon/3 \). Let \( t \in [a, a+\delta] \) and pick \( n \) large enough so that \( t \in [a_n, b_n] \), \( |u_n(t) - u(t)| \leq \epsilon/3 \) and \( |A_n| \leq \epsilon/3 \). We compute then
\[
|u(t)| \leq |u(t) - u_n(t)| + |u_n(t) - u_n(a_n)| + |A_n|
\leq |u(t) - u_n(t)| + \int_{a_n}^{t} h(s) \, ds + |A_n| \leq \epsilon.
\]

In the same way, we prove \( \lim_{t \to b} u(t) = 0 \).

**Remark** We can improve condition (a) asking \( \int_{M}^{\infty} ds \varphi(s) > \| \psi \|_{L^1} \), where \( M \) is defined in the proof of Proposition 4.5. Hence, by the remark following Proposition 4.5, this result generalizes Theorem 2.1 for the Dirichlet case as well as Theorem 4.2.

As a first illustration consider the following example where Theorem 2.1 does not apply.

**Example 4.2** Consider the boundary value problem
\[
u'' = \frac{1}{\pi^2} |u'|^n + u + t,
\]
\[
u(0) = 0, \quad \nu(1) = 0,
\]
where \( 0 \leq a < 1 \) and \( 1 < n < 2 - a \). Existence of a solution follows from Theorem 4.6 with \( \alpha(t) = -1 \), \( \beta(t) = 0 \), \( \xi = \frac{1}{2} \), \( \psi(t) = \frac{t}{\pi^2} + 1 \), \( \varphi(y) = \max\{1, y^n\} \) and explicit computation of \( \Phi^{-1}(2\int_{1/2}^{t} \psi(s) \, ds) \).

In Theorem 4.6 we do not use the full power of condition (c) so that we can generalize it in the following way.

**Theorem 4.7** Let the assumptions of Theorem 4.6 be satisfied with (c) replaced by
(c') there exist \( a \leq c < \xi < d \leq b \) such that, for a.e. \( t \in [a, b] \) and all \( (u, v) \) with \( (t, u, v) \in E \),
\[
f(t, u, v) \text{sgn}(v) \geq -\psi(t)\varphi(|v|) \quad \text{if} \quad t \in [a, d],
\]
\[
f(t, u, v) \text{sgn}(v) \leq \psi(t)\varphi(|v|) \quad \text{if} \quad t \in [c, b].
\]
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Then the problem (4.8) has at least one solution

\[ u \in \mathcal{C}([a, b]) \cap W^2_{lo}(a, b) \]

such that, for all \( t \in [a, b] \),

\[ \alpha(t) \leq u(t) \leq \beta(t). \]

**Exercise 4.2** Prove Theorem 4.7.

**Remark** In Theorem 4.6 and 4.7, we can assume a control on \( f(t, u, v) \) only for \(|v| > R\).

**Example 4.3** Consider the following modification of Example 4.1

\[ u'' + |u|^{1/2} - \frac{1}{\pi} u^{1/3} - \frac{1}{\pi} t = 0, \]
\[ u(0) = 0, \quad u(\pi) = 0, \]

where \( n > 0 \). We can apply Theorem 4.7 to prove the existence of a solution choosing \( \alpha(t) = t \ln \frac{t}{\pi} - t, \beta(t) = 0, \xi = \pi/2, c = \pi/3, d = 2\pi/3, \phi(v) = \max\{1, v^{1/3}\} \) and

\[ \psi(t) = \frac{1}{\pi} + \pi^{1/2}, \quad \text{on } [0, \pi/3], \]
\[ = \frac{1}{\pi} + \pi^{1/2} + \frac{1}{\pi}, \quad \text{on } [\pi/3, \pi]. \]

Hence, there is a solution \( u \) such that for all \( t \in [0, \pi] \)

\[ t \ln \frac{t}{\pi} - t \leq u(t) \leq 0. \]

### 5 Other boundary value problems

In the Chapters VI to X we will present applications of the method of lower and upper solutions to a variety of problems in the theory of differential equations. The ideas of these two first chapters can also be extended to solve other problems. This section presents a selection of such extensions. The first one concerns radial solutions of partial differential equations. Here, we have to rewrite the method so as to include systems with singularities. In the second one, we investigate differential equations with deviating arguments. These two first applications concern second order problems. Therefore, we can use the maximum principle on which the theory was grounded and we just have to adapt the method to the problem at hand. The third
application concerns a fourth order problem which imposes a more fundamental generalization of the underlying maximum principle. In the fourth application we consider the existence of bounded solutions. Here the lower and upper solutions method applies as such to solve an auxiliary problem. A more elaborate application is the study of the Ginzburg-Landau model. This is a vector problem where the use of lower and upper solutions technique is not straightforward. Reading these applications, the reader will realize how large is the scope of the method.

To end this introduction, let us notice that the existence of lower and upper solutions does not necessarily imply existence of solutions. For example, it is proved in [241] that there exists some $c > 0$ and some function $f(t, u)$, which is continuous and almost periodic, so that the equation

$$u'' + cu' = f(t, u)$$

has no almost periodic solution although there exist constant lower and upper solutions, i.e.

$$f(t, \alpha) \leq 0 \leq f(t, \beta)$$

for some $\alpha < \beta$.

In order to concentrate on the methods and to simplify the exposition, we will present in this section problems with a maximum of regularity and consider the simplest possible cases. We do not consider here functions $f$ which satisfy Carathéodory conditions nor upper and lower solutions with corners.

### 5.1 Radial solutions

Consider the problem

$$-\Delta v = f(|x|, v), \text{ in } B_R, \quad v = 0, \quad \text{on } \partial B_R,$$

where $B_R$ denotes the ball of center 0 and radius $R$ in $\mathbb{R}^n$ (with $n \geq 1$) and $|x|$ the euclidian norm of $x \in \mathbb{R}^n$. It is well known that $v$ is a classical radial solution of (5.1) if and only if $v(x) = u(|x|)$, where $u$ is a solution of

$$-(t^{n-1}u')' = t^{n-1}f(t, u),$$

$$u'(0) = 0, \quad u(R) = 0. \quad (5.2)$$

More generally, we consider the problem

$$-(p(t)u')' = q(t)f(t, u),$$

$$(pu')(0) = 0, \quad u(R) = 0, \quad (5.3)$$
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with \( f \) continuous, \( p, q \) continuous and \( p, q > 0 \) on \([0, R]\). Here the condition \((pu')(0) = 0\) means \(\lim_{t \to 0}(pu')(t) = 0\). The difficulty is that we must allow the equation to be singular at \( t = 0 \) since in the model example \( p(0) = 0 \). However the zero of \( p \) is balanced by a zero of \( q \). This is clear from the following lemma which is fundamental in our approach.

**Lemma 5.1** Let \( p, q \in C([0, R]), p, q > 0 \) on \([0, R]\), define \( w(t) = \int_t^R \frac{ds}{p(s)} \) and assume \( qw \in L^1(0, R) \).

Then for any \( h \in C([0, R]) \), there exists a unique function \( u \in C([0, R]) \cap C^1((0, R]) \), with \( pu' \in C^1([0, R]) \), solution of

\[
-(p(t)u')' = q(t)h(t),
\]
\[(pu')(0) = 0, \ u(R) = 0.\]

Further, we have

\[
\|u\|_\infty \leq \|qw\|_{L^1}\|h\|_\infty.
\]

**Proof:** The proof follows from the explicit solution

\[
u(t) = \int_0^R G(t, s)q(s)h(s)\,ds,
\]

where \( G(t, s) = w(t) \) if \( s \leq t \) and \( G(t, s) = w(s) \) if \( s > t \).

**Remark 5.1** The condition

\[
\lim_{t \to 0} \frac{1}{p(t)} \int_0^t q(s)\,ds = 0 \tag{5.4}
\]

implies \( u'(0) = 0 \) and also \( qw \in L^1(0, R) \). Hence, if we reinforce the assumptions of Lemma 5.1 with condition (5.4), we obtain existence of a solution of

\[
-(p(t)u')' = q(t)h(t),
\]
\[(pu')(0) = 0, \ u(R) = 0.\]

The main existence result is as follows.

**Theorem 5.2** Let \( f \in C([0, R] \times \mathbb{R}), p, q \in C([0, R]), p, q > 0 \) on \([0, R]\), define \( w(t) = \int_t^R \frac{ds}{p(s)} \) and assume \( qw \in L^1(0, R) \).

Consider \( \alpha \) and \( \beta \in C([0, R]) \cap C^1([0, R]) \) with \( p\alpha' \) and \( p\beta' \in C^1([0, R]) \), \( \alpha \leq \beta \) and suppose

\[
-(p\alpha')' \leq q(t)f(t, \alpha(t)), \quad -(p\beta')' \geq q(t)f(t, \beta(t)),
\]
\[(p\alpha')(0) \geq 0, \ \alpha(R) \leq 0, \quad (p\beta')(0) \leq 0, \ \beta(R) \geq 0.
\]

Then the problem (5.3) has at least one solution \( u \) such that \( \alpha \leq u \leq \beta \) on \([0, R]\).
Proof: Consider the modified problem
\[
-(p(t)u')' = q(t)[f(t, \gamma(t, u)) - \arctan(u - \gamma(t, u))],
\]
\[(pu')(0) = 0, \quad u(R) = 0, \quad (5.5)\]
where \(\gamma(t, u)\) is defined from (1.6).

Claim 1 – The problem (5.5) has at least one solution. Using Lemma 5.1, we write (5.5) as an integral equation
\[
u(t) = \int_0^R G(t, s)q(s)[f(s, \gamma(s, u(s))) - \arctan(u(s) - \gamma(s, u(s)))] ds
\]
and apply Schauder’s Theorem.

Claim 2 – The solution \(u\) of (5.5) is such that \(\alpha \leq u \leq \beta\). Let \(t_0 \in [0, R]\) be such that \(u(t_0) - \alpha(t_0) = \min_t (u(t) - \alpha(t)) < 0\).

If \(t_0 \in [0, R]\), we have \(\alpha'(t_0) = u'(t_0)\) and
\[
-(p\alpha')'(t_0) \leq q(t_0)f(t_0, \alpha(t_0)) < q(t_0)[f(t_0, \gamma(t_0, u(t_0))) - \arctan(u(t_0) - \gamma(t_0, u(t_0)))] = -(pu')'(t_0).
\]
It follows that for \(t > t_0\), near enough \(t_0\), \(p(t)(u'(t) - \alpha'(t)) < p(t_0)(u'(t_0) - \alpha'(t_0)) = 0\) which contradicts the fact that \(t_0\) is a minimum of \(u(t) - \alpha(t)\).

If \(t_0 = 0\), we deduce from the boundary conditions \((pu')(0) - (p\alpha')(0) \leq 0\). On the other hand, we can write for all \(t \in [0, R]\) small enough
\[
-(p\alpha')'(t) \leq q(t)f(t, \alpha(t)) < q(t)[f(t, \alpha(t)) - \arctan(u(t) - \alpha(t))] = -(pu')'(t).
\]
We deduce then for such \(t\),
\[
(pu')(t) - (p\alpha')(t) < (pu')(0) - (p\alpha')(0) \leq 0,
\]
which contradicts \(u - \alpha\) to be minimum at \(t_0 = 0\).

We prove in a similar way that \(u \leq \beta\).

Conclusion – As a consequence of Claim 2, the solution \(u\) of (5.5) solves (5.3) and is such that \(\alpha \leq u \leq \beta\).

Example 5.1 As an application, consider the problem (5.2). Assume the function \(f\) is such that for some \(a \geq 0\) and \(b \geq 0\),
\[
0 \leq f(t, u) \leq au + b,
\]
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on \([0, R] \times \mathbb{R}^+\). Define \(w_\lambda\) to be the solution of the problem

\[(t^{n-1}w)'' + \lambda t^{n-1}w = 0, \quad w(0) = 1, \quad w'(0) = 0,\]

and \(z_0(\lambda)\) to be the first positive zero of \(w_\lambda\). Assume there exists \(\lambda > a\) such that \(z_0(\lambda) > R\). With such assumptions, it is easy to see that if \(B > 0\) is large enough, the functions \(\alpha(t) = 0\) and \(\beta(t) = Bw_\lambda(t)\) are lower and upper solutions of (5.2).

Notice that \(\beta\) is an eigenfunction of an eigenvalue problem

\[(t^{n-1}w)'' + \lambda t^{n-1}w = 0, \quad w'(0) = 0, \quad w(z_0) = 0,\]

with \(z_0 > R\). Such eigenfunctions are often the keys to the construction of lower and upper solutions.

5.2 Differential equations with deviating arguments

Consider the following boundary value problem

\[
\begin{align*}
    u'' &= f(t, u, u(h(t))), \quad t \in [0, 1], \\
    a_1u - a_2u' &= A_0(t), \quad t \in [a, 0], \\
    b_1u + b_2u' &= B_0(t), \quad t \in [1, b],
\end{align*}
\]

where \(a < 0\) and \(1 < b\). The functions \(f, A_0, B_0\) and \(h\) are continuous but no restriction on the sign of \(h(t) - t\) is imposed, so that both retarded and advanced shifts are allowed. A solution of (5.6) is supposed to be in \(C([a, b]) \cap C^1(I) \cap C^2([0, 1])\), where

\[
\begin{align*}
    I &= [a, b], \quad \text{if } a_2 \neq 0 \text{ and } b_2 \neq 0, \\
    I &= [a, 1], \quad \text{if } a_2 \neq 0 \text{ and } b_2 = 0, \\
    I &= [0, b], \quad \text{if } a_2 = 0 \text{ and } b_2 \neq 0, \\
    I &= [0, 1], \quad \text{if } a_2 = 0 \text{ and } b_2 = 0.
\end{align*}
\]

A first result uses a monotonicity assumption on \(f\).

**Theorem 5.3** Let \(a < 0\), \(b > 1\), \(f : [0, 1] \times \mathbb{R}^2 \to \mathbb{R}\), \(A_0 : [a, 0] \to \mathbb{R}\), \(B_0 : [1, b] \to \mathbb{R}\) and \(h : [0, 1] \to [a, b]\) be continuous functions, \(a_1, a_2, b_1, b_2\) be nonnegative numbers such that \(a_1 + a_2 > 0\) and \(b_1 + b_2 > 0\).

Assume \(f(t, u, v)\) is non-increasing in \(v\) and there exist \(\alpha\) and \(\beta \in C([a, b]) \cap C^1(I) \cap C^2([0, 1])\) such that, for any \(t \in [a, b]\), \(\alpha(t) \leq \beta(t)\) and

\[
\begin{align*}
    \alpha''(t) &\geq f(t, \alpha(t), \alpha(h(t))), \quad \beta''(t) \leq f(t, \beta(t), \beta(h(t))), \quad \forall t \in [0, 1], \\
    a_1\alpha(t) - a_2\alpha'(t) &\leq A_0(t), \quad a_1\beta(t) - a_2\beta'(t) \geq A_0(t), \quad \forall t \in [a, 0], \\
    b_1\alpha(t) + b_2\alpha'(t) &\leq B_0(t), \quad b_1\beta(t) + b_2\beta'(t) \geq B_0(t), \quad \forall t \in [1, b].
\end{align*}
\]
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Then the problem (5.6) has at least one solution $u$ such that, for all $t \in [a, b]$, $\alpha(t) \leq u(t) \leq \beta(t)$.

**Proof**: Consider the modified problem

$$
\begin{align*}
    u'' - u &= f(t, \gamma(t, u), \gamma(h(t), u(h(t)))) - \gamma(t, u), \quad t \in [0, 1], \\
    a_1 u - a_2 u' &= A_0(t), \quad t \in [a, 0], \\
    b_1 u + b_2 u' &= B_0(t), \quad t \in [1, b],
\end{align*}
$$

(5.7)

where $\gamma(t, u)$ is defined in (1.6).

**Claim 1** – Problem (5.7) has at least one solution. We write (5.7) as an integral equation

$$u = Tu. \quad (5.8)$$

The operator $T : \mathcal{C}([a, b]) \to \mathcal{C}([a, b])$ is defined as follows.

(i) For $t \in [0, 1]$, we set

$$(Tu)(t) = \int_0^1 G(t, s)f(s, \gamma(s, u(s)), \gamma(h(s), u(h(s)))) - \gamma(s, u(s)) \, ds + u_0(t),$$

where $G(t, s)$ is the Green’s function associated with

$$u'' - u = f(t), \quad a_1 u(0) - a_2 u'(0) = 0, \quad b_1 u(1) + b_2 u'(1) = 0,$$

and $u_0(t)$ is the unique solution of

$$u'' - u = 0, \quad a_1 u(0) - a_2 u'(0) = A_0(0), \quad b_1 u(1) + b_2 u'(1) = B_0(1).$$

(ii) For $t \in [a, 0]$, we write

$$(Tu)(t) = (Tu)(0) \exp(\frac{a_1}{a_2} t) + \int_0^t \exp(\frac{a_1}{a_2} (t - s)) \frac{A_0(s)}{a_2} \, ds, \quad \text{if } a_2 \neq 0,$$

$$= \frac{A_0(t)}{a_1}, \quad \text{if } a_2 = 0.$$

(iii) Similarly, for $t \in [1, b]$ we define

$$(Tu)(t) = (Tu)(1) \exp(-\frac{b_1}{b_2} (t - 1)) + \int_1^t \exp(-\frac{b_1}{b_2} (t - s)) \frac{B_0(s)}{b_2} \, ds, \quad \text{if } b_2 \neq 0,$$

$$= \frac{B_0(t)}{b_1}, \quad \text{if } b_2 = 0.$$

The operator $T$ is completely continuous and bounded. It follows from Schauder’s Theorem that $T$ has a fixed point which is a solution of the modified problem (5.7).
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Claim 2 – Solutions $u$ of the modified problem (5.7) are such that

$$\alpha \leq u \leq \beta.$$ 

Let $u$ be a solution of the modified problem (5.7) and assume $\min_t (u(t) - \alpha(t)) = u(t_0) - \alpha(t_0) < 0$.

Assume first $a_2 \neq 0$ and notice that for $t \in [a, 0]$, $u(t) < \alpha(t)$ implies $u'(t) \leq \alpha'(t)$. If it were not the case, we come to the contradiction

$$A_0(t) = a_1 u(t) - a_2 u'(t) < a_1 \alpha(t) - a_2 \alpha'(t) \leq A_0(t).$$

As a consequence, $t_0 \geq 0$. Similarly, if $b_2 \neq 0$, $t_0 \leq 1$.

In case $a_2 = 0$, we also have for $t \in [a, 0]$,

$$A_0(t) = a_1 u(t) \geq a_1 \alpha(t)$$

and $u(t) \geq \alpha(t)$. Hence, $t_0 > 0$. Similarly, if $b_2 = 0$, we deduce $t_0 < 1$.

In all cases, a global negative minimum of $u - \alpha$ takes place at $t_0 \in \text{int} I$.

It is such that $u'(t_0) - \alpha'(t_0) = 0$ and we can compute

$$0 \leq u''(t_0) - \alpha''(t_0)$$

$$\leq f(t_0, \alpha(t_0), \gamma(h(t_0), u(h(t_0)))) + u(t_0) - \alpha(t_0) - f(t_0, \alpha(t_0), \alpha(h(t_0)))$$

$$\leq u(t_0) - \alpha(t_0) < 0,$$

which is a contradiction.

It follows from these arguments that $u - \alpha$ has no negative minimum, i.e. that $u \geq \alpha$. Similarly, we prove $u \leq \beta$.

Conclusion – It follows from Claim 2 that the solution $u$ of (5.7) solves (5.6).

Exercise 5.1 Prove that we can improve Theorem 5.3 by replacing the non-increasing assumption on $f$ by the following hypothesis on the lower and the upper solutions:

For all $t \in [0, 1]$ and $y \in [\alpha(h(t)), \beta(h(t))]$,

$$\alpha''(t) \geq f(t, \alpha(t), y)$$

and

$$\beta''(t) \leq f(t, \beta(t), y).$$

If we reinforce the notion of lower and upper solution, we can replace the monotonicity condition by a bound on the shifts $h(t) - t$. 
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Theorem 5.4 Let \( a < 0, \ b > 1, \ f : [0, 1] \times \mathbb{R}^2 \rightarrow \mathbb{R}, \ A_0 : [a, 0] \rightarrow \mathbb{R}, \ B_0 : [1, b] \rightarrow \mathbb{R} \) and \( h : [0, 1] \rightarrow [a, b] \) be continuous functions, \( a_1, a_2, b_1, b_2 \) be nonnegative numbers such that \( a_1 + a_2 > 0 \) and \( b_1 + b_2 > 0 \).

Assume there exist \( \alpha \) and \( \beta \geq \alpha \) such that
\[
\alpha''(t) > f(t, \alpha(t), \alpha(h(t))), \quad \beta''(t) < f(t, \beta(t), \beta(h(t))), \quad \forall t \in [0, 1],
\]
\[
a_1 \alpha(t) - a_2 \alpha'(t) \leq A_0(t), \quad a_1 \beta(t) - a_2 \beta'(t) \geq A_0(t), \quad \forall t \in [a, 0],
\]
\[
b_1 \alpha(t) + b_2 \alpha'(t) \leq B_0(t), \quad b_1 \beta(t) + b_2 \beta'(t) \geq B_0(t), \quad \forall t \in [1, b].
\]

Then there exists \( \delta \) such that if \( \max_t |h(t) - t| < \delta \), the problem (5.6) has at least one solution \( u \) such that, for all \( t \in [a, b] \), \( \alpha(t) \leq u(t) \leq \beta(t) \).

Exercise 5.2 Prove the above theorem.


5.3 Fourth order BVP

Consider the fourth order problem
\[
\begin{align*}
\frac{d^4}{dt^4} u &= f(t, u), \\
u(0) &= 0, \quad u(1) = 0, \\
u'(0) &= 0, \quad u'(1) = 0.
\end{align*}
\]

(5.9)

The technique of lower and upper solution can be extended to such boundary value problems provided we can make sure that any solution of the modified problem is between the lower and the upper solution. This follows from a maximum principle which is worked out in Claim 2 of the proof below.

Theorem 5.5 Let \( \alpha, \beta \in C^4([0, 1]) \) be such that \( \alpha \leq \beta \), define \( E = \{(t, u) \in [0, 1] \times \mathbb{R} | \alpha(t) \leq u \leq \beta(t)\} \) and let \( f : E \rightarrow \mathbb{R} \) be continuous.

Assume that for all \( (t, u) \in E \)
\[
\alpha^{(4)}(t) \leq f(t, u), \quad \beta^{(4)}(t) \geq f(t, u),
\]
\[
\alpha(0) \leq 0, \quad \alpha(1) \leq 0, \quad \beta(0) \geq 0, \quad \beta(1) \geq 0,
\]
\[
\alpha'(0) \leq 0, \quad \alpha'(1) \geq 0, \quad \beta'(0) \geq 0, \quad \beta'(1) \leq 0.
\]

Then the problem (5.9) has at least one solution \( u \) such that \( \alpha \leq u \leq \beta \).

Proof : Consider the modified problem
\[
\begin{align*}
\frac{d^4}{dt^4} u &= f(t, \gamma(t, u)), \\
u(0) &= 0, \quad u(1) = 0, \\
u'(0) &= 0, \quad u'(1) = 0,
\end{align*}
\]

(5.10)

where \( \gamma(t, u) \) is defined from (1.6).
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Claim 1 – The problem (5.10) has at least one solution. If \( \bar{f} \in C([0,1]) \), the linear problem

\[
\begin{align*}
    u^{(4)} &= \bar{f}(t), \\
    u(0) &= 0, \quad u(1) = 0, \\
    u'(0) &= 0, \quad u'(1) = 0,
\end{align*}
\]

has a unique solution

\[
    u(t) = \int_0^1 G(t,s)\bar{f}(s) \, ds,
\]

where the Green’s function \( G(t,s) \), which can be computed explicitly, is continuous and nonnegative. We can then write (5.10) as an integral equation

\[
    u(t) = \int_0^1 G(t,s)f(s,\gamma(s,u(s))) \, ds
\]

and prove existence of solutions from Schauder’s Theorem.

Claim 2 – The solution \( u \) of (5.10) is such that \( \alpha \leq u \leq \beta \). The function \( w(t) = u(t) - \alpha(t) \) solves the problem

\[
\begin{align*}
    w^{(4)}(t) &= \bar{f}(t), \\
    w(0) &= A \geq 0, \quad w(1) = B \geq 0, \\
    w'(0) &= C \geq 0, \quad w'(1) = -D \leq 0,
\end{align*}
\]

where \( \bar{f}(t) := u^{(4)}(t) - \alpha^{(4)}(t) = f(t,\gamma(t,u(t))) - \alpha^{(4)}(t) \geq 0 \). Its solution reads

\[
    w(t) = \int_0^1 G(t,s)\bar{f}(s) \, ds + A(1-t)^2(1+2t) + Bt^2(1+2(1-t)) + Ct(1-t)^2 + Dt^2(1-t),
\]

which is clearly positive. In a similar way, we prove that \( \beta(t) - u(t) \geq 0 \).

Conclusion – It follows from Claim 2 that the solution \( u \) of (5.10) solves (5.9).

Remark If \( f \) is nondecreasing in \( u \), the differential inequalities in Theorem 5.5 are satisfied provided

\[
    \beta^{(4)}(t) \geq f(t,\beta(t)) \quad \text{and} \quad \alpha^{(4)}(t) \leq f(t,\alpha(t)).
\]
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5.4 Bounded solutions

We consider the second order differential equation

$$u'' = f(t, u, u'),$$  \hspace{1cm} (5.11)

where $f$ is a continuous function defined on $\mathbb{R}^3$. The following theorem gives sufficient conditions for the existence of a bounded solution $u \in C^2(\mathbb{R})$ of (5.11).

**Theorem 5.6** Let $\alpha, \beta \in C^2(\mathbb{R})$ be such that $\alpha \leq \beta$, $E = \{(t, u, v) \in \mathbb{R}^3 \mid \alpha(t) \leq u \leq \beta(t)\}$ and $f : E \rightarrow \mathbb{R}$ be continuous.

Assume that $\alpha$ and $\beta$ are such that for all $t \in \mathbb{R}$

$$\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)) \quad \text{and} \quad \beta''(t) \leq f(t, \beta(t), \beta'(t)).$$

Assume also that for any bounded interval $I$, there exists a positive continuous function $\varphi_I : \mathbb{R}^+ \rightarrow \mathbb{R}$ that satisfies

$$\int_0^\infty \frac{s \, ds}{\varphi_I(s)} = \infty$$

and for all $t \in I$, $(u, v) \in \mathbb{R}^2$ with $\alpha(t) \leq u \leq \beta(t)$,

$$|f(t, u, v)| \leq \varphi_I(|v|).$$

Then the equation (5.11) has at least one solution $u \in C^2(\mathbb{R})$ such that for all $t \in \mathbb{R}$

$$\alpha(t) \leq u(t) \leq \beta(t).$$

It is clear that this theorem provides existence of a bounded solution of (5.11) if $\alpha$ and $\beta$ are bounded.

**Proof:** Using Theorem 1.3 the problems

$$u'' = f(t, u, u'),$$

$$u(-n) = \alpha(-n), \quad u(n) = \alpha(n),$$

have a solution $u_n$ such that $\alpha \leq u_n \leq \beta$. From Proposition I-4.4 there exists $R_n > 0$ such that, for all $i \geq n$, $\max_{t \in [-n, n]} |u'_i(t)| < R_n$. Hence, we can find $(u^k_n)_n$, which is a subsequence of $(u_n)_n$ that converges in $C^1([-1, +1])$. Proceeding by induction for any $k \in \mathbb{N}$ we build $(u^k_n)_n$, which is a subsequence of $(u^{k-1}_n)_n$ and converges in $C^1([-k, +k])$. It follows that the diagonal sequence $(u^k_n)_n$ converges pointwise to a function $u : \mathbb{R} \rightarrow \mathbb{R}$ such that for any $k \in \mathbb{N}_0$ the convergence takes place in $C^1([-k, k])$. Hence, $u$ is a solution of (5.11) and $\alpha \leq u \leq \beta$.
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In the preceding theorem, the derivative $u'$ is uniformly bounded provided the lower and upper solutions are bounded and $\varphi_I$ is independent of $I$. It is enough to notice that, in such a case, the bound $R_n > 0$ can be chosen independent of $n$. The following theorem works out such a result using constant lower and upper solutions. Here the a priori bound on the derivative follows from an assumption on the vector field along lines $u' = \pm R$.

**Theorem 5.7** Let $f \in C(\mathbb{R}^3)$ and assume

(a) there exist $A \leq B$ such that $f(t, A, 0) \leq 0 \leq f(t, B, 0)$ on $\mathbb{R}$;

(b) there exists $R > 0$ such that $f(t, u, R)f(t, u, -R) \neq 0$ on $\mathbb{R} \times [A, B]$.

Then there exists a solution $u \in C^2(\mathbb{R})$ of (5.11) such that for all $t \in \mathbb{R}$

$$A \leq u(t) \leq B, \quad |u'(t)| \leq R.$$  

**Proof:** Consider the modified equation

$$u'' = \bar{f}(t, u, u'),$$

(5.12)

where $\bar{f}(t, u, v) = f(t, u, \max(-R, \min(v, R)))$. If $I$ is a bounded interval, the function $\bar{f}(t, u, v)$ is bounded on $D = I \times [A, B] \times \mathbb{R}$.

The constant functions $\alpha(t) = A$, $\beta(t) = B$ and $\varphi_I(v) = \max_D |\bar{f}(t, u, v)|$ satisfy the assumption of Theorem 5.6. Hence there exists a solution $u(t) \in [A, B]$ of (5.12).

Assume $f(t, u, R) > 0$ if $u \in [A, B]$ and suppose that for some $t_0$, $u'(t_0) > R$. From Lagrange’s Theorem, there exists some $t \in [t_0, t_0 + (B - A)/R]$ such that $|u'(t)| \leq R$. Let $t_1 = \max\{t \geq t_0 \mid u'(s) > R \text{ on } [t_0, t]\}$. We have then $t_1 \in [t_0, t_0 + (B - A)/R]$, $u'(t_1) = R$ and $u''(t_1) \leq 0$. This implies $f(t, u(t_1), u'(t_1)) \leq 0$ which contradicts the assumption. We obtain similar contradictions in the other cases. Hence, $|u'(t)| \leq R$ and $u$ solves (5.11). \hfill \blacksquare

**Example 5.2** Consider the differential equation

$$u'' = g(u) + |u'|^s + p(t),$$

(5.13)

where $g$ and $p$ are some continuous functions, $p$ is lower bounded and $s > 0$. If there exist $A \leq B$ such that

$$g(A) + p(t) \leq 0 \leq g(B) + p(t)$$

then the equation (5.13) has a solution such that $A \leq u \leq B$. Notice that for $u \in [A, B]$ and $R > 0$ large enough, $g(u) + R^s + p(t) \geq \min_{[A, B]} g(u) + R^s + p(t) > 0$.  
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5. Other boundary value problems

5.5 Ginzburg-Landau model

Symmetric solutions of the Ginzburg-Landau model for superconductivity in a slab with a parallel external magnetic field are solutions of the boundary value problem

\[ u'' = c_1(u^2 + h^2v^2 - 1)u, \quad v'' = c_2u^2v, \]
\[ u'(0) = 0, \quad u'(1) = 0, \quad v(0) = 0, \quad v'(1) = 1. \]  \hspace{1cm} (5.14)

The theory of lower and upper solution can be used for such systems. More generally, we consider in this section the problem

\[ u'' = f(u, hv)u, \quad v'' = g(u)v, \]
\[ u'(0) = 0, \quad u'(1) = 0, \quad v(0) = 0, \quad v'(1) = 1. \]  \hspace{1cm} (5.15)

**Theorem 5.8** Assume \( f : \mathbb{R} \times \mathbb{R}^+ \rightarrow \mathbb{R} \) and \( g : \mathbb{R} \rightarrow \mathbb{R}^+ \) are two continuous functions such that

(a) for some \( a > 0 \) and all \( v \geq 0 \), \( f(a, v) \geq 0 \);
(b) \( f(0, \cdot) \) is increasing;
(c) there exist \( h_0 > 0 \) and \( u_0 \) solution of

\[ u'' = f(0, h_0 t)u, \quad u'(0) = 0, \quad u'(1) = 0, \]

with \( u_0(t) > 0 \) for any \( t \in [0, 1] \).

Then, for every \( h < h_0 \), the problem (5.15) has at least one solution \((u, v)\) with \( u > 0 \) on \([0, 1]\).

**Proof** : Part 1 – The operator

\[ S : C([0, 1], \mathbb{R}) \rightarrow C([0, 1], \mathbb{R}^+), \]

where \( S(u) \) is the solution of

\[ v'' = g(u(t))v, \quad v(0) = 0, \quad v'(1) = 1, \]

is well-defined and continuous. For any \( u \in C([0, 1], \mathbb{R}) \), we define \( v(t; u) \) to be the solution of the Cauchy problem

\[ v'' = g(u(t))v, \quad v(0) = 0, \quad v'(0) = 1. \]

Notice that \( v(\cdot; u) \in C([0, 1], \mathbb{R}^+) \) and \( v'(1; u) \geq v'(0; u) = 1 \). It follows that \( S \) is defined from

\[ S(u)(t) = \frac{v(t; u)}{v'(1; u)} \]

and is continuous.
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Part 2 – Construction of a lower solution $\alpha$. Let $h \in [0, h_0]$. By continuous dependence, there exists $h_1 \in [h, h_0]$ such that the solution $u_1$ of
\[ u'' = f(0, h_1 t)u, \quad u(0) = u_0(0), \quad u'(0) = 0, \]
satisfies $u_1(t) > 0$ on $[0, 1]$. Hence we have
\[ u_1'(1) = \int_0^1 \frac{d}{dt}(u_1' u_0 - u_1 u_0')(t) dt = \int_0^1 (f(0, h_1 t) - f(0, h_0 t))u_1(t)u_0(t) dt < 0, \]
which proves $u_1'(1) < 0$.

From continuous dependence, we can find next $\alpha_0(t) > 0$ and $\epsilon > 0$ such that
\[ \alpha_0''(t) = f(0, h_1 t + \epsilon)\alpha_0(t), \quad \|\alpha_0\|_\infty = 1, \quad \alpha_0'(0) = 0, \quad \alpha_0'(1) < 0. \]
Choose $\eta > 0$ such that for any $t \in [0, 1]$
\[ f(0, h_1 t + \epsilon) - f(0, h_1 t) \geq \eta \]
and $\delta \in [0, a]$ so that for any $|u| < \delta$ and $v \in [0, h_1]$,
\[ |f(0, v) - f(u, v)| < \eta. \]
We define then $\alpha(t) = \delta\alpha_0(t)$.

Part 3 – Existence of a solution $u(t) \in [\alpha(t), a]$. Define
\[ \gamma(t, u) = \max\{\alpha(t), \min\{u, a\}\} \]
and consider the modified problem
\[ u'' - u = \left[ f(\gamma(t, u), hS(\gamma(\cdot, u))) - 1\right] \gamma(t, u), \quad u'(0) = 0, \quad u'(1) = 0. \]
(5.16)

Using Green’s function, we write (5.16) as a fixed point problem and existence of a solution $u$ follows from Schauder’s Theorem. If $\max_t u(t) = u(t_0) > a$ we have the contradiction
\[ 0 \geq u''(t_0) = f(a, hS(\gamma(\cdot, u))(t_0))a + u(t_0) - a > 0. \]
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6. PDE problems

Suppose now that \( \min_t (u(t) - \alpha(t)) = u(t_0) - \alpha(t_0) < 0 \). This leads to the contradiction

\[
0 \leq u''(t_0) - \alpha''(t_0) \\
\leq u(t_0) + [f(\alpha(t_0), hS(\gamma(\cdot, u))(t_0)) - 1]\alpha(t_0) - f(0, h_1t_0 + \epsilon)\alpha(t_0) \\
\leq u(t_0) - \alpha(t_0) + |f(\alpha(t_0), hS(\gamma(\cdot, u))(t_0)) - f(0, hS(\gamma(\cdot, u))(t_0))|\alpha(t_0) \\
- [f(0, h_1t_0 + \epsilon) - f(0, hS(\gamma(\cdot, u))(t_0))]\alpha(t_0) \\
\leq u(t_0) - \alpha(t_0) + \eta\alpha(t_0) - [f(0, h_1t_0 + \epsilon) - f(0, h_1t_0)]\alpha(t_0) < 0.
\]

As a conclusion \( \gamma(t, u(t)) = u(t) \) and \( (u, S(u)) \) solves problem (5.15).

**Exercise 5.3** Prove that, for \( c_2 \) large enough, there exists \( 0 < h^* < \infty \) such that

(i) for \( h \in [0, h^*] \), the problem (5.14) has at least one solution \( (u, v) \) with \( u > 0 \) on \( [0, 1] \);

(ii) for \( h > h^* \), the problem (5.14) has no solution.

*Hint:* See [89].

6 Extensions to PDE

6.1 The Dirichlet problem

The method of lower and upper solutions is easy to extend to partial differential equations. A natural framework for this method is the \( L^p \)-theory of elliptic equations. Consider for example the Dirichlet problem

\[
\Delta u + f(x, u) = 0, \quad \text{in } \Omega, \\
u = 0, \quad \text{on } \partial \Omega,
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^N \) and \( f : \Omega \times \mathbb{R} \to \mathbb{R} \).

To deal with such a problem, we need to recall basic facts on elliptic equations. A first one concerns the invertibility of the Laplacian operator.

**Proposition 6.1** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \) with boundary \( \partial \Omega \) of class \( C^{1,1} \) and let \( 2 \leq p < \infty \). Then, there exists \( \lambda_0 \in \mathbb{R} \) such that for all \( \lambda > \lambda_0 \) and \( f \in L^p(\Omega) \), the problem

\[
-\Delta u + \lambda u = f, \quad \text{in } \Omega, \\
u = 0, \quad \text{on } \partial \Omega,
\]

has a unique solution \( u \in W^{2,p}(\Omega) \). Further there exists a constant \( C > 0 \) such that

\[
\|u\|_{W^{2,p}} \leq C\|f\|_{L^p}.
\]
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Proof: See [301, Lemmas 3.21 and 3.22].

This result means that the operator

\[ L : W_0^{2,p}(\Omega) \rightarrow L^p(\Omega), \tag{6.2} \]

defined by \( Lu = -\Delta u + \lambda u \) has a continuous inverse. Another fundamental tool is the strong maximum principle.

**Proposition 6.2** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \) with boundary \( \partial \Omega \) of class \( C^{1,1} \), \( p > N \) and \( \lambda \geq 0 \). If \( u \in W^{2,p}(\Omega) \) satisfies

\[-\Delta u + \lambda u \leq 0, \text{ in } \Omega, \]

then either \( u \) does not have a positive maximum in \( \Omega \) or \( u \) is constant.

Proof: See [301, Theorem 3.27].

In this section, we consider nonlinearities \( f : \Omega \times \mathbb{R}^k \rightarrow \mathbb{R} \), with \( k = 1 \) or \( 1+N \). We shall say that \( f \) satisfies Carathéodory conditions, if

(a) for a.e. \( x \in \Omega \), the function \( f(x, \cdot) \) is continuous,
(b) for all \( v \in \mathbb{R}^k \), the function \( f(\cdot, v) \) is measurable.

If further we have

(c) for all \( r > 0 \), there exists \( h \in L^p(\Omega) \) such that for a.e. \( x \in \Omega \) and all \( v \in \mathbb{R}^k \) with \( \|v\| \leq r \), \( |f(x, v)| \leq h(x) \),

we say that \( f \) satisfies \( L^p \)-Carathéodory conditions.

We can now state the main result of the method which paraphrases Theorem 4.2.

**Theorem 6.3** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \) with boundary \( \partial \Omega \) of class \( C^{1,1} \), \( p > N \) and let \( f : \Omega \times \mathbb{R} \rightarrow \mathbb{R} \) satisfy \( L^p \)-Carathéodory conditions. Consider \( \alpha \) and \( \beta \in W^{2,p}(\Omega) \) with \( \alpha \leq \beta \) on \( \Omega \) and suppose

\[ \Delta \alpha(x) + f(x, \alpha(x)) \geq 0 \text{ in } \Omega, \quad \alpha \leq 0 \text{ on } \partial \Omega, \]
\[ \Delta \beta(x) + f(x, \beta(x)) \leq 0 \text{ in } \Omega, \quad \beta \geq 0 \text{ on } \partial \Omega. \]

Then the problem (6.1) has at least one solution \( u \) such that \( \alpha \leq u \leq \beta \) on \( \Omega \).

Proof: The proof is a remake of the proof of Theorem 4.2. We consider the modified problem

\[ -\Delta u + \lambda u = f(x, \gamma(x, u)) + \lambda \gamma(x, u), \text{ in } \Omega, \]
\[ u(x) = 0, \text{ on } \partial \Omega, \tag{6.3} \]

where \( \gamma(x, u) = \min\{\max\{\alpha(x), u\}, \beta(x)\} \), \( \lambda > \lambda_0 \) and \( \lambda_0 \) is defined in Proposition 6.1.
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Claim 1 – The problem (6.3) has at least one solution \( u \in W^{2,p}(\Omega) \). Define the operator \( T : C(\Omega) \to C(\Omega) \) given by
\[
Tu = L^{-1}Nu,
\]
where \( L^{-1} \) is the inverse of the operator \( Lu = -\Delta u + \lambda u \), defined by (6.2), and \( N : C(\Omega) \to L^p(\Omega) \) is defined from \((Nu)(x) = f(x, \gamma(x, u(x))) + \lambda \gamma(x, u(x))\). As \( W^{2,p}(\Omega) \) is compactly embedded in \( C(\Omega) \), we can prove that \( T \) is completely continuous and bounded. Hence by Schauder’s Fixed Point Theorem, \( T \) has a fixed point \( u \) which is a solution of (6.3) in \( W^{2,p}(\Omega) \).

Claim 2 – Any solution \( u \) of (6.3) satisfies \( \alpha \leq u \leq \beta \). Observe first that \( \alpha(x) \leq u(x) \leq \beta(x) \) on \( \partial \Omega \). Assume \( \alpha - u \) has a positive maximum at some point \( x_0 \in \Omega \). We can find \( \Omega_0 \) regular enough and \( x_1 \in \Omega_0 \) such that
\[
x_0 \in \Omega_0, \quad \alpha(x) \geq u(x) \text{ on } \Omega_0,
\]
and
\[
\alpha(x_1) - u(x_1) < \alpha(x_0) - u(x_0).
\]
We compute then that on \( \Omega_0 \),
\[
-\Delta(\alpha - u) + \lambda(\alpha - u) \leq f(x, \alpha) - f(x, \gamma(x, u)) + \lambda(\alpha - \gamma(x, u)) = 0
\]
and deduce a contradiction from the strong maximum principle (Proposition 6.2). In a similar way, we prove \( \beta - u \) does not have a negative minimum.

Conclusion – From Claim 2, the function \( u \), solution of (6.3), solves (6.2). ■

6.2 The gradient dependent Dirichlet problem

Consider the problem
\[
\begin{align*}
\Delta u + f(x, u, \nabla u) &= 0, & \text{in } \Omega, \\
u &= 0, & \text{on } \partial \Omega,
\end{align*}
\]
where the nonlinearity \( f \) depends on \( \nabla u \). To deal with such a problem, we need a priori bounds on derivatives. This can be obtained as in the ODE case using a Bernstein condition though the proof is somewhat more elaborate.

Proposition 6.4 Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \) with boundary \( \partial \Omega \) of class \( C^{1,1} \), \( p > N \) and \( \alpha \) and \( \beta \in W^{2,p}(\Omega) \) with \( \alpha \leq \beta \). Assume also \( K > 0 \) and \( h \in L^p(\Omega) \) are given. Then there exists \( R > 0 \) so that given any function
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\( f : \Omega \times \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{R} \) that satisfies \( L^p \)-Carathéodory conditions and is such that for a.e. \( x \in \Omega \), all \( u \in [\alpha(x), \beta(x)] \) and all \( v \in \mathbb{R}^N \),

\[
|f(x, u, v)| \leq h(x) + K\|v\|^2,
\]

and given any solution \( u \) of

\[
\Delta u + f(x, u, \nabla u) = 0, \quad \text{in } \Omega, \\
\quad u = 0, \quad \text{on } \partial \Omega,
\]

satisfying \( \alpha(x) \leq u(x) \leq \beta(x) \) on \( \Omega \), we have

\[
\|\nabla u\|_\infty \leq R.
\]

**Proof:** See [301, Lemma 5.10]. \( \square \)

**Theorem 6.5** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \) with boundary \( \partial \Omega \) of class \( C^{1,1} \), \( p > N \) and let \( \alpha \) and \( \beta \) be \( W^{2,p}(\Omega) \) with \( \alpha \leq \beta \) on \( \Omega \). Assume \( f : \Omega \times \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{R} \) satisfies \( L^p \)-Carathéodory conditions and (6.5) for some \( K > 0 \) and \( h \in L^p(\Omega) \). At last, suppose

\[
\Delta \alpha(x) + f(x, \alpha(x), \nabla \alpha(x)) \geq 0 \quad \text{in } \Omega, \quad \alpha \leq 0 \quad \text{on } \partial \Omega, \\
\Delta \beta(x) + f(x, \beta(x), \nabla \beta(x)) \leq 0 \quad \text{in } \Omega, \quad \beta \geq 0 \quad \text{on } \partial \Omega.
\]

Then the problem (6.4) has at least one solution \( u \) such that \( \alpha \leq u \leq \beta \) on \( \Omega \).

**Proof:** Let \( \lambda_0 \) be given by Proposition 6.1, \( \lambda > \lambda_0 \) and \( R > 0 \) as defined in Proposition 6.4. Increasing \( R \) if necessary, we can suppose that \( R > \max\{\|\nabla \alpha\|_\infty, \|\nabla \beta\|_\infty\} \). Let \( N \in L^p(\Omega) \) be such that \( N(x) \geq |f(x, u, v)| \) if \( x \in \Omega, \alpha(x) \leq u \leq \beta(x) \) and \( |v| \leq R \). Define then

\[
\bar{f}(x, u, v) = \min\{\max\{-N(x), f(x, \gamma(x, u), v)\}, N(x)\}, \\
\omega_1(x, \delta) = \max\{\frac{f(x, \alpha(x), \nabla \alpha(x) + v) - \bar{f}(x, \alpha(x), \nabla \alpha(x))}{\|v\|}, \omega_2(x, \delta) = \max\{\frac{f(x, \beta(x), \nabla \beta(x) + v) - \bar{f}(x, \beta(x), \nabla \beta(x))}{\|v\|}\},
\]

where \( \gamma(x, u) = \min\{\max\{\alpha(x), u\}, \beta(x)\} \). It is clear that \( \omega_i \) are \( L^p \)-Carathéodory functions, nondecreasing in \( \delta \) and such that \( \omega_i(x, 0) = 0 \) and \( |\omega_i(x, \delta)| \leq 2N(x) \).

Consider then the modified problem

\[
-\Delta u + \lambda u = \bar{f}(x, u, \nabla u) + \omega(x, u), \quad \text{in } \Omega, \\
\quad u(x) = 0, \quad \text{on } \partial \Omega,
\]
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where
\[
\omega(x, u) = \begin{cases} 
\lambda\beta(x) - \omega_2(x, u - \beta(x)), & \text{if } u > \beta(x), \\
\lambda u, & \text{if } \alpha(x) \leq u \leq \beta(x), \\
\lambda\alpha(x) + \omega_1(t, \alpha(x) - u), & \text{if } u < \alpha(x).
\end{cases}
\]

**Claim 1** – The problem (6.6) has at least one solution \( u \in W^{2,p}(\Omega) \). This repeats the argument of the corresponding step in the proof of Theorem 6.3.

**Claim 2** – Any solution \( u \) of (6.6) satisfies \( \alpha \leq u \leq \beta \). Assume that \( \alpha - u \) has a positive maximum at some point \( x_0 \in \Omega \). In this case \( \nabla \alpha(x_0) = \nabla u(x_0) \).

Hence we can find \( \Omega_0 \) regular enough and \( x_1 \in \Omega_0 \) such that
\[
x_0 \in \Omega_0, \quad \| \nabla u(x) - \nabla \alpha(x) \| \leq \alpha(x) - u(x) \quad \text{on } \Omega_0,
\]
and
\[
\alpha(x_1) - u(x_1) < \alpha(x_0) - u(x_0).
\]

We compute then that on \( \Omega_0 \),
\[
-\Delta(\alpha - u) + \lambda(\alpha - u) \leq \bar{f}(x, \alpha, \nabla \alpha) - \bar{f}(x, u, \nabla u) - \omega_1(x, \alpha(x) - u) \leq 0
\]
and deduce a contradiction from Proposition 6.2. In a similar way, we prove that \( \beta - u \) does not have a negative minimum.

**Conclusion** – Let \( u \) be a solution of (6.6) given by Claim 1. From Claim 2, \( \alpha \leq u \leq \beta \) on \( \Omega \) and \( u \) is a solution of
\[
-\Delta u = \bar{f}(x, u, \nabla u), \quad \text{in } \Omega,
\]
\[
u(x) = 0, \quad \text{on } \partial \Omega.
\]

Notice now that, for a.e. \( x \in \Omega \), all \( u \in [\alpha(x), \beta(x)] \) and all \( v \in \mathbb{R}^N \),
\[
|\bar{f}(x, u, v)| \leq h(x) + K\|v\|^2,
\]
so that it follows from Proposition 6.4 that \( \| \nabla u \|_\infty \leq R \) and \( u \) is a solution of (6.4).

### 6.3 The general problem

The method extends to the very general semilinear elliptic problem
\[
Lu = f(x, u, \nabla u), \quad \text{in } \Omega,
\]
\[
u(x) = 0, \quad \text{on } \partial \Omega \setminus \Gamma,
\]
\[
Bu(x) = \zeta(x), \quad \text{on } \Gamma,
\]
where \( \Omega \) is a bounded domain in \( \mathbb{R}^N \), \( \Gamma \) is an open and closed subset of the boundary \( \partial \Omega \), \( L \) is a linear second order elliptic operator, \( B \) is a linear first order boundary operator and \( \zeta \) is a given function.
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Theorem 6.6 Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ with boundary $\partial \Omega$ of class $C^{1,1}$ and $\Gamma$ an open and closed subset of $\partial \Omega$. Let $p > N$ and $L : W^{2,p}(\Omega) \rightarrow L^p(\Omega)$ be a strongly elliptic operator defined by

$$Lu(x) = - \sum_{i,j=1}^{N} a_{i,j}(x) \frac{\partial^2 u}{\partial x_i \partial x_j}(x),$$

with $a_{i,j} \in C(\bar{\Omega})$ such that, for some $a > 0$, $\sum_{i,j=1}^{N} a_{i,j}(x) \xi_i \xi_j \geq a|\xi|^2$ for all $x \in \Omega$. Let also $\zeta \in W^{1-\frac{1}{p},p}(\Gamma)$ and $B : W^{2,p}(\Omega) \rightarrow W^{1-\frac{1}{p},p}(\Gamma)$ be defined by

$$Bu(x) = \sum_{i=1}^{N} b_i(x) \frac{\partial u}{\partial x_i}(x) + b(x)u(x),$$

where $b_i$ and $b \in C^{0,1}(\Gamma)$ are such that, if $\nu(x)$ denotes the unit outward normal at $x \in \Gamma$, for all $x \in \Gamma$, $\sum_{i=1}^{N} b_i(x) \nu_i(x) \geq K > 0$.

Let $\alpha$ and $\beta \in W^{2,p}(\Omega)$ with $\alpha \leq \beta$ on $\Omega$. Assume $f : \Omega \times \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{R}$ satisfies $L^p$-Carathéodory conditions and (6.5) for some $K > 0$ and $h \in L^p(\Omega)$. At last, suppose

$$\Delta \alpha(x) + f(x, \alpha(x), \nabla \alpha(x)) \geq 0, \quad \text{in } \Omega,$$

$$\alpha \leq 0, \quad \text{on } \partial \Omega \setminus \Gamma,$$

$$B\alpha \leq \zeta, \quad \text{on } \Gamma,$$

$$\Delta \beta(x) + f(x, \beta(x), \nabla \beta(x)) \leq 0, \quad \text{in } \Omega,$$

$$\beta \geq 0, \quad \text{on } \partial \Omega \setminus \Gamma,$$

$$B\beta \geq \zeta, \quad \text{on } \Gamma.$$

Then the problem (6.4) has at least one solution $u$ such that $\alpha \leq u \leq \beta$ in $\Omega$.

Proof: See [92].

6.4 Weak lower and upper solutions

The method of lower and upper solutions can be worked out for weak solutions. Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ and $f : \Omega \times \mathbb{R} \rightarrow \mathbb{R}$. We consider the problem

Find $u \in H^1_0(\Omega)$ such that for any $v \in H^1_0(\Omega)$,

$$\int_{\Omega} [(\nabla u \cdot \nabla v) - f(x,u)v] \, dx = 0. \quad (6.8)$$

A standard result using weak lower and upper solutions is as follows.
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Theorem 6.7 Let $\Omega$ be a bounded domain in $\mathbb{R}^N$ and let $f : \Omega \times \mathbb{R} \to \mathbb{R}$ satisfy Carathéodory conditions. Consider $\alpha$ and $\beta \in H^1(\Omega)$ with $\alpha \leq \beta$ on $\Omega$, $\alpha^+ \in H^1_0(\Omega)$, $\beta^- \in H^1_0(\Omega)$ and suppose that for any $v \in H^1_0(\Omega)$, $v \geq 0$,

$$
\int_{\Omega} \left[ (\nabla \alpha(\cdot) \mid \nabla v(x)) - f(x, \alpha(x))v(x) \right] \, dx \leq 0,
$$

$$
\int_{\Omega} \left[ (\nabla \beta(\cdot) \mid \nabla v(x)) - f(x, \beta(x))v(x) \right] \, dx \geq 0.
$$

Assume also there exists $h \in L^p(\Omega)$ with $p > 2N/(N+2)$ such that, for a.e. $x \in \Omega$ and all $\alpha(x) \leq u \leq \beta(x)$, $|f(x, u)| \leq h(x)$.

Then the problem (6.8) has at least one solution $u$ such that $\alpha \leq u \leq \beta$ on $\Omega$.

Proof: We consider the modified problem

$$
\int_{\Omega} \left[ (\nabla u \mid \nabla v) - f(x, \gamma(x, u))v \right] \, dx = 0, \quad \forall v \in H^1_0(\Omega), \tag{6.9}
$$

where $\gamma(x, u) = \min\{\max\{\alpha(x), u\}, \beta(x)\}$.

Claim 1 – The problem (6.9) has at least one solution. Define $p' = p/(p-1)$ and the operator $T : L^{p'}(\Omega) \to L^{p'}(\Omega)$ where $Tu = w$ is the solution of

$$
\int_{\Omega} \left[ (\nabla w \mid \nabla v) - f(x, \gamma(x, u))v \right] \, dx = 0, \quad \forall v \in H^1_0(\Omega).
$$

From Lax-Milgram theorem, such a solution exists, is unique and $\|w\|_{H^1_0} \leq C\|h\|_{L^p}$. It follows that $T$ is a bounded compact operator and the claim follows from Schauder’s Theorem.

Claim 2 – Any solution $u$ of (6.9) satisfies $\alpha \leq u \leq \beta$. Observe that, for all $v \in H^1_0(\Omega)$, $v \geq 0$,

$$
\int_{\Omega} \left[ (\nabla \alpha - \nabla u \mid \nabla v) - (f(x, \alpha) - f(x, \gamma(x, u)))v(x) \right] \, dx \leq 0.
$$

For $v = (\alpha - u)^+ \in H^1_0(\Omega)$, we obtain

$$
\int_{\Omega} |\nabla (\alpha - u)^+|^2 \leq 0
$$

so that $(\alpha - u)^+ = 0$. In a similar way, we prove $\beta \geq u$.

Conclusion – From Claim 2, the function $u$, solution of (6.9), solves (6.8). ■

Weak lower and upper solutions can also be used in case the nonlinearity is gradient dependent. For the generalization in the framework of Theorem 6.5 we refer to [38, 39].
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Relation with Degree Theory

1 The Periodic Problem

It has been seen that the periodic problem

\[ u'' = f(t, u), \quad u(a) = u(b), \quad u'(a) = u'(b), \] (1.1)

is equivalent to the fixed point problem

\[ u = Tu, \] (1.2)

where \( T : C([a, b]) \to C([a, b]) \) is defined from

\[ (Tu)(t) := \int_a^b G(t, s)[f(s, u(s)) - u(s)] \, ds \] (1.3)

and \( G(t, s) \) is the Green’s function corresponding to (I-1.4). In this chapter, we associate to a pair of lower and upper solutions the set

\[ \Omega = \{ u \in C([a, b]) \mid \forall t \in [a, b], \alpha(t) < u(t) < \beta(t) \} \] (1.4)

and wish to consider the degree

\[ \deg(I - T, \Omega). \]

To this end we have to reinforce the concepts of lower and upper solutions so that the boundary of \( \Omega \) does not contain solutions of (1.1). This amounts to impose the solutions cannot be tangent to the curves

\[ u = \alpha(t) \quad \text{and} \quad u = \beta(t) \]
respectively from above or from below and motivates the definitions we introduce in the following section.

For problems with a nonlinearity $f$ which depends on the derivative

$$u'' = f(t, u, u'),$$

$$u(a) = u(b), \ u'(a) = u'(b),$$

the corresponding fixed point problem reads

$$u(t) = (Tu)(t) := \int_a^b G(t, s)[f(s, u(s), u'(s)) - u(s)] ds,$$

where $T : C^1([a, b]) \to C^1([a, b])$. Given lower and upper solutions $\alpha$ and $\beta$, and some $R > 0$, we shall compute the degree

$$\text{deg}(I - T, \Omega),$$

where

$$\Omega = \{ u \in C^1([a, b]) \mid \forall t \in [a, b], \ \alpha(t) < u(t) < \beta(t), \ |u'(t)| < R \}.$$

As above, this will force us to reinforce the concepts of lower and upper solutions and further to choose $R$ to be an a priori bound on the derivative $u'$.

1.1 The strict lower and upper solutions

Definitions 1.1 A $C^2$ or $W^{2,1}$-lower solution $\alpha$ of (1.5) (resp. (1.1)) is said to be strict if every solution $u$ of (1.5) (resp. (1.1)) with $u \geq \alpha$ is such that $u(t) > \alpha(t)$ on $[a, b]$.

Similarly, a $C^2$ or $W^{2,1}$-upper solution $\beta$ of (1.5) (resp. (1.1)) is said to be strict if every solution $u$ of (1.5) (resp. (1.1)) with $u \leq \beta$ is such that $u(t) < \beta(t)$ on $[a, b]$.

The classical way to obtain such a notion in the case of a continuous $f$ and $\alpha$ or $\beta \in C^2([a, b])$ is described in the following proposition.

Proposition 1.1 Let $f : [a, b] \times \mathbb{R}^2 \to \mathbb{R}$ be continuous and $\alpha \in C^2([a, b])$ be such that

(a) for all $t \in [a, b]$, $\alpha''(t) > f(t, \alpha(t), \alpha'(t))$;

(b) $\alpha(a) = \alpha(b)$, $\alpha'(a) \geq \alpha'(b)$.

Then $\alpha$ is a strict $C^2$-lower solution of (1.5).
1. The Periodic Problem

Proof: Let \( u \) be a solution of (1.5) such that \( u \geq \alpha \) and assume by contradiction that
\[
\min_{t \in [a,b]} (u(t) - \alpha(t)) = u(t_0) - \alpha(t_0) = 0.
\]
We have \( u'(t_0) - \alpha'(t_0) = 0 \); in case \( t_0 = a \) or \( b \), this follows from assumption (b). Hence, we obtain the contradiction
\[
0 \leq u''(t_0) - \alpha''(t_0) = f(t_0, \alpha(t_0), \alpha'(t_0)) - \alpha''(t_0) < 0.
\]

Using the same argument we obtain the corresponding result for upper solutions.

Proposition 1.2 Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be continuous and \( \beta \in \mathcal{C}^2([a, b]) \) be such that
(a) for all \( t \in [a, b] \), \( \beta''(t) < f(t, \beta(t), \beta'(t)) \);
(b) \( \beta(a) = \beta(b) \), \( \beta'(a) \leq \beta'(b) \).

Then \( \beta \) is a strict \( \mathcal{C}^2 \)-upper solution of (1.5).

If \( f \) is not continuous but \( L^p \)-Carathéodory, these last results do not hold anymore. In fact, even the stronger condition
\[
\text{for a.e. } t \in [a, b], \quad \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)) + 1 \quad (1.6)
\]
does not prevent solutions \( u \) of (1.5) to be tangent to the curve \( u = \alpha(t) \) from above. This is, for example, the case for the bounded function
\[
f(t, u) := \begin{cases} -1 & u \leq -1, \\ u^2 + \sin t & -1 < u \leq \sin t, \\ -\sin t & \sin t < u, 
\end{cases}
\]
if we consider \( \alpha(t) \equiv -1, u(t) \equiv \sin t, a = 0 \) and \( b = 2\pi \). This remark motivates the following proposition.

Proposition 1.3 Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function. Let \( \alpha \in \mathcal{C}([a, b]) \) be such that \( \alpha(a) = \alpha(b) \) and consider its periodic extension on \( \mathbb{R} \) defined by \( \alpha(t) = \alpha(t + b - a) \). Assume that \( \alpha \) is not a solution of (1.5) and for any \( t_0 \in \mathbb{R} \), either
(a) \( D_- \alpha(t_0) < D^+ \alpha(t_0) \) or
(b) there exist an open interval \( I_0 \) and \( \epsilon_0 > 0 \) such that
\[
t_0 \in I_0, \quad \alpha \in W^{2,1}(I_0)
\]
\[
\text{for a.e. } t \in I_0, \text{ all } u \in [\alpha(t), \alpha(t) + \epsilon_0] \text{ and all } v \in [\alpha'(t) - \epsilon_0, \alpha'(t) + \epsilon_0],
\]
\[
\alpha''(t) \geq f(t, u, v).
\]

Then \( \alpha \) is a strict \( W^{2,1} \)-lower solution of (1.5).
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Proof: The function $\alpha$ is a $W^{2,1}$-lower solution since clearly it satisfies Definition I-6.1. Let $u$ be a solution of (1.5) such that $u \geq \alpha$. As $\alpha$ is not a solution, there exists $t^*$ such that $u(t^*) > \alpha(t^*)$. Extend $u$ and $\alpha$ by periodicity and assume by contradiction that

$$t_0 = \inf \{ t > t^* \mid u(t) = \alpha(t) \}$$

exists. As $\alpha - u$ is maximum at $t_0$, we have $D_- \alpha(t_0) - u'(t_0) \geq D^+ \alpha(t_0) - u'(t_0)$. Therefore, assumption (b) applies. This implies that $u'(t_0) - \alpha'(t_0) = 0$ and there exist $I_0$ and $\epsilon_0 > 0$ according to (b). It follows we can choose $t_1 \in I_0$ with $t_1 < t_0$ such that $u'(t_1) - \alpha'(t_1) < 0$ and for every $t \in ]t_1, t_0[$

$$u(t) \leq \alpha(t) + \epsilon_0, \quad |u'(t) - \alpha'(t)| < \epsilon_0.$$

Hence, for almost every $t \in ]t_1, t_0[$, we can write

$$\alpha''(t) \geq f(t, u(t), u'(t)),$$

which leads to the contradiction

$$0 < (u' - \alpha')(t_0) - (u' - \alpha')(t_1) = \int_{t_1}^{t_0} [f(t, u(t), u'(t)) - \alpha''(t)] dt \leq 0.$$

In the same way we can prove the following result on strict upper solutions.

**Proposition 1.4** Let $f : [a, b] \times \mathbb{R}^2 \to \mathbb{R}$ be an $L^1$-Carathéodory function. Let $\beta \in C([a, b])$ be such that $\beta(a) = \beta(b)$ and consider its periodic extension on $\mathbb{R}$ defined by $\beta(t) = \beta(t + b - a)$. Assume that $\beta$ is not a solution of (1.5) and for any $t_0 \in \mathbb{R}$, either

(a) $D^- \beta(t_0) > D^+ \beta(t_0)$ or
(b) there exist an open interval $I_0$ and $\epsilon_0 > 0$ such that

$t_0 \in I_0$, $\beta \in W^{2,1}(I_0)$ and for a.e. $t \in I_0$, all $u \in [\beta(t) - \epsilon_0, \beta(t)]$ and all $v \in [\beta'(t) - \epsilon_0, \beta'(t) + \epsilon_0]$, $\beta''(t) \leq f(t, u, v)$.

Then $\beta$ is a strict $W^{2,1}$-upper solution of (1.5).

Observe that in the continuous case, if $\alpha$ satisfies the conditions of Proposition 1.1, then it satisfies the conditions of Proposition 1.3. The converse, however, does not hold since Proposition 1.3 does not require strict inequalities.

To be able to say that a function $\alpha$ which satisfies (1.6) is a strict lower solution, we need some more regularity on $f$. In particular we have the following result.
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Proposition 1.5 Let \( f : [a, b] \times \mathbb{R}^2 \rightarrow \mathbb{R} \) be an \( L^1 \)-Carathéodory function that satisfies the assumption 
\((A)\) for all \( t_0 \in [a, b], (u_0, v_0) \in \mathbb{R}^2 \) and \( \epsilon > 0 \), there exists \( \delta > 0 \) such that 
\[ |t - t_0| < \delta, \ |u - u_0| < \delta, \ |v - v_0| < \delta \ \Rightarrow \ |f(t, u, v) - f(t, u_0, v_0)| < \epsilon. \]
Let \( A > 0 \) and \( \alpha \in W^{2,1}(a, b) \) be such that 
\[ \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)) + A, \]
\( \alpha(a) = \alpha(b), \ \alpha'(a) \geq \alpha'(b). \)

Then \( \alpha \) is a strict \( W^{2,1} \)-lower solution of (1.5).

Remark Notice that in this proposition, Condition \((A)\) does not imply that \( f \) is continuous. For example, we can take \( f(t, u, v) = g(u, v) + h(t) \) with \( g \) continuous and \( h \in L^1(a, b) \) or \( f(t, u, v) = g(u, v)h(t) \) with \( g \) continuous and \( h \in L^\infty(a, b) \).

Proof: Let us deduce this proposition from Proposition 1.3. To this end, we will prove that for any \( t_0 \in \mathbb{R} \), there exist an open interval \( I_0 \) and \( \epsilon_0 > 0 \) such that \( t_0 \in I_0 \) and for a.e. \( t \in I_0 \), for all \( u, v \) with \( \alpha(t) \leq u \leq \alpha(t) + \epsilon_0 \), \( \alpha'(t) - \epsilon_0 \leq v \leq \alpha'(t) + \epsilon_0 \), we have 
\[ \alpha''(t) \geq f(t, u, v). \]

Let \( t_0 \in \mathbb{R} \) be fixed. Define \( u_0 = \alpha(t_0) \), \( v_0 = \alpha'(t_0) \) and \( \epsilon = A/2 \). We deduce then from Assumption \((A)\) a \( \delta > 0 \) such that 
\[ |t - t_0| < \delta, \ |u - \alpha(t_0)| < \delta, \ |v - \alpha'(t_0)| < \delta \ \Rightarrow \ |f(t, u, v) - f(t, \alpha(t_0), \alpha'(t_0))| < A/2. \]
Let now \( \eta < \delta \) be such that for any \( t \in [t_0 - \eta, t_0 + \eta] \), 
\[ |\alpha(t) - \alpha(t_0)| < \delta/2, \ |\alpha'(t) - \alpha'(t_0)| < \delta/2. \]
Choose \( I_0 = [t_0 - \eta, t_0 + \eta] \) and \( \epsilon_0 = \delta/2 \). The result follows now since 
\[ \alpha''(t) - f(t, u, v) = \alpha''(t) - f(t, \alpha(t), \alpha'(t)) + f(t, \alpha(t), \alpha'(t)) - f(t, \alpha(t_0), \alpha'(t_0)) + f(t, \alpha(t_0), \alpha'(t_0)) - f(t, u, v) \geq A - A/2 - A/2 = 0. \]

In this last proposition, we can weaken the assumption \( \alpha \in W^{2,1}(a, b) \) and allow angles as previously. Also, we can make Condition \((A)\) one-sided and impose 
\((A')\) for all \( t_0 \in [a, b], (u_0, v_0) \in \mathbb{R}^2 \) and \( \epsilon > 0 \), there exists \( \delta > 0 \) such that 
\[ |t - t_0| < \delta, \ |u_1 - u_0| < \delta, \ |v_2 - v_0| < \delta \ \Rightarrow \ f(t, u_2, v_2) - f(t, u_1, v_1) < \epsilon. \]
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For strict upper solutions we have a similar result.

**Proposition 1.6** Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function that satisfies Assumption (A) in Proposition 1.5. Let \( B > 0 \) and \( \beta \in W^{2,1}(a, b) \) be such that

\[
\beta''(t) \leq f(t, \beta(t), \beta'(t)) - B, \\
\beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b).
\]

Then \( \beta \) is a strict \( W^{2,1} \)-upper solution of (1.5).

**Exercise 1.1** Generalize Propositions 1.5 and 1.6 to allow corners in \( \alpha \) and \( \beta \) as in Propositions 1.3 and 1.4.

Another simple and interesting situation concerns the case where \( f \) satisfies a Lipschitz condition in \( v \) and a one-sided Lipschitz condition in \( u \). Such assumptions are classical to study monotone iterative methods.

**Proposition 1.7** Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function such that, for some \( k, l \in L^1(a, b; \mathbb{R}^+) \),

(a) for a.e. \( t \in [a, b] \), all \( u_1, u_2 \in \mathbb{R} \) with \( u_1 \leq u_2 \) and \( v \in \mathbb{R} \),

\[
f(t, u_2, v) - f(t, u_1, v) \leq k(t) (u_2 - u_1);
\]

(b) for a.e. \( t \in [a, b] \) and all \( u, v_1, v_2 \in \mathbb{R} \),

\[
|f(t, u, v_2) - f(t, u, v_1)| \leq l(t) |v_2 - v_1|.
\]

Then every \( W^{2,1} \)-lower solution \( \alpha \) (resp. every \( W^{2,1} \)-upper solution \( \beta \)) of (1.5) which is not a solution is a strict \( W^{2,1} \)-lower solution (resp. a strict \( W^{2,1} \)-upper solution).

**Proof** : Let \( u \) be a solution of (1.5) such that \( u \geq \alpha \). As in the proof of Proposition 1.3, we find an open interval \( I_0, t_0 \in I_0 \) and \( t_1 \in I_0 \) with \( t_1 < t_0 \) such that \( u(t_0) = \alpha(t_0), u'(t_0) = \alpha'(t_0), u'(t_1) - \alpha'(t_1) < 0 \) and for a.e. \( t \in I_0 \)

\[
\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)).
\]

Let \( w = u - \alpha \) and observe that, on \([t_1, t_0],\)

\[
-w'' + l(t) \text{sgn}(u'(t)) u' + k(t)w \geq -f(t, u(t), u'(t)) + f(t, \alpha(t), \alpha'(t)) + l(t)|u'(t) - \alpha'(t)| + k(t)(u(t) - \alpha(t)) \geq 0.
\]
Defining
\[ P(t) = - \int_{t_1}^{t} l(s) \text{sgn}(u'(s)) \, ds, \]
\[ Q(t) = - \int_{t_1}^{t} e^{P(s)} k(s) \, ds, \]
\[ R(t) = - \int_{t_1}^{t} Q(s) e^{-P(s)} \, ds, \]
we compute
\[
\frac{d}{dt} [ (w'(t) e^{P(t)} + Q(t) w(t)) e^{R(t)} ] = e^{R(t)} [ e^{P(t)} w''(t) - l(t) |w'(t)| - k(t) w(t) ] - e^{-P(t)} Q^2(t) w(t) \leq 0.
\]
Hence, we have the contradiction
\[ 0 \geq (w'(t) e^{P(t)} + Q(t) w(t)) e^{R(t)}|_{t_1}^{t_0} = -w'(t_1) > 0. \]

Exercise 1.2 Assume \( f \) satisfies the assumptions of Proposition 1.7 and \( \alpha \) is a \( W^{2,1} \)-lower solution (resp. \( \beta \) is a \( W^{2,1} \)-upper solution) of (1.5) which is not a solution. Prove that any \( W^{2,1} \)-upper solution \( \beta \geq \alpha \) (resp. \( W^{2,1} \)-lower solution \( \alpha \leq \beta \)) is such that \( \beta > \alpha \).

Remark 1.1 In Proposition 1.7, we can assume (a) and (b) to hold only in a neighbourhood of \( \{ (t, \alpha(t), \alpha'(t)) \mid t \in [a,b] \text{ such that } \alpha'(t) \text{ exists} \} \) (resp. \( \{ (t, \beta(t), \beta'(t)) \mid t \in [a,b] \text{ such that } \beta'(t) \text{ exists} \} \)). However this proposition does not hold without the Lipschitz conditions. Even a one-sided Hölder condition is not enough as shown by the following example

\[ u'' = 12 |u|^{1/2}, \quad u(-1) = u(1), \quad u'(-1) = u'(1). \quad (1.7) \]

Here \( \beta(t) = t^4 \) is an upper solution which is not a solution of (1.7). On the other hand, \( u(t) = 0 \) is a solution such that \( u(0) = \beta(0) \). Hence, \( \beta \) is not strict.

1.2 Existence and multiplicity results

Now we can prove the key result of this section.

Theorem 1.8 Let \( \alpha \) and \( \beta \in C([a,b]) \) be strict \( W^{2,1} \)-lower and upper solutions of problem (1.5) such that on \([a,b], \alpha(t) < \beta(t) \). Define \( A \subset [a,b] \) (resp. \( B \subset [a,b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.
Let $E$ be defined by

$$E := \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \alpha(t) \leq u \leq \beta(t)\},$$

and $p, q \in [1, \infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. Assume $f : E \to \mathbb{R}$ satisfies an $L^p$-Carathéodory condition and there exists $N \in L^1(a, b)$, $N > 0$ such that for a.e. $t \in A$ (resp. for a.e. $t \in B$)

$$f(t, \alpha(t), \alpha'(t)) \geq -N(t) \quad \text{(resp. } f(t, \beta(t), \beta'(t)) \leq N(t)).$$

Assume moreover there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0)$, $\psi \in L^p(a, b)$ and $R > 0$ such that

$$\int_0^R \frac{s^{1/q}}{\varphi(s)} \, ds > \|\psi\|_{L^p} (\max_t \beta(t) - \min_t \alpha(t))^{1/q}$$

and that the function $f$ satisfies one of the one-sided Nagumo conditions (a), (b), (c) or (d) in Theorem I-6.1.

Then

$$\deg(I - T, \Omega) = 1,$$

where $T : C^1([a, b]) \to C^1([a, b])$ is defined by

$$(Tu)(t) := \int_a^b G(t, s)[f(s, u(s), u'(s)) - u(s)] \, ds,$$

$G(t, s)$ is the Green’s function corresponding to (I-1.4) and $\Omega$ is given by

$$\Omega = \{u \in C^1([a, b]) \mid \forall t \in [a, b], \alpha(t) < u(t) < \beta(t), |u'(t)| < R\}.$$

In particular, the problem (1.5) has at least one solution $u \in W^{2,p}(a, b)$ such that for all $t \in [a, b]$

$$\alpha(t) < u(t) < \beta(t).$$

Proof: Increasing $N$ if necessary, we can assume $N(t) \geq |f(t, u, v)|$ if $t \in [a, b]$, $\alpha(t) \leq u \leq \beta(t)$ and $|v| \leq R$. Define then

$$\tilde{f}(t, u, v) = \max\{\min\{f(t, \gamma(t, u), v), N(t)\}, -N(t)\},$$

$$\omega_1(t, \delta) = \chi_A(t) \max_{|v| \leq \delta} |\tilde{f}(t, \alpha(t), \alpha'(t) + v) - \tilde{f}(t, \alpha(t), \alpha'(t))|,$$

$$\omega_2(t, \delta) = \chi_B(t) \max_{|v| \leq \delta} |\tilde{f}(t, \beta(t), \beta'(t) + v) - \tilde{f}(t, \beta(t), \beta'(t))|,$$

where $\gamma$ is defined from (I-1.3), $\chi_A$ and $\chi_B$ are the characteristic functions of the sets $A$ and $B$. It is clear that $\omega_i$ are $L^1$-Carathéodory functions, nondecreasing in $\delta$, such that $\omega_i(t, 0) = 0$ and $|\omega_i(t, \delta)| \leq 2N(t)$.
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We consider now the modified problem
\[ u'' - u = \bar{f}(t, u, u', \omega_t), \quad u(a) = u(b), \quad u'(a) = u'(b), \]
where
\[ \omega(t, u) = \beta(t) - \omega_2(t, u - \beta(t)), \quad \text{if } u > \beta(t), \]
\[ = u, \quad \text{if } \alpha(t) \leq u \leq \beta(t), \]
\[ = \alpha(t) + \omega_1(t, \alpha(t) - u), \quad \text{if } u < \alpha(t). \]

This problem is equivalent to the fixed point problem
\[ u = \mathcal{T}u, \]
where \( \mathcal{T} : C^1([a, b]) \to C^1([a, b]) \) is defined by
\[ (\mathcal{T}u)(t) = \int_a^b G(t, s) [\bar{f}(s, u(s), u'(s)) - \omega(s, u(s))] \, ds. \]
Observe that \( \mathcal{T} \) is completely continuous and there exists \( \bar{R} \) large enough so that \( \Omega \subset B(0, \bar{R}) \) and \( \mathcal{T}(C^1([a, b])) \subset B(0, \bar{R}) \). Hence we have, by the properties of the degree,
\[ \deg(I - \mathcal{T}, B(0, \bar{R})) = 1. \]

We know that every fixed point \( u \) of \( \mathcal{T} \) is a solution of (1.13). Arguing as in the proof of Theorem I-6.6, we see that \( \alpha \leq u \leq \beta \) and \( \|u''\|_{\infty} < R \). As \( \alpha \) and \( \beta \) are strict, \( \alpha < u < \beta \). Hence, every fixed point of \( \mathcal{T} \) is in \( \Omega \) and by the excision property we obtain
\[ \deg(I - T, \Omega) = \deg(I - \mathcal{T}, \Omega) = \deg(I - \mathcal{T}, B(0, \bar{R})) = 1. \]
Existence of a solution \( u \) such that for all \( t \in [a, b], \)
\[ \alpha(t) < u(t) < \beta(t) \]
follows now from the properties of the degree.

A generalization concerns the use of several lower and upper solutions.

**Theorem 1.9** Let \( \alpha_i \in C([a, b]) \) (\( i = 1, \ldots, n \)) and \( \beta_j \in C([a, b]) \) (\( j = 1, \ldots, m \)) be respectively \( W^{2,1} \)-lower and upper solutions of (1.5). Assume
\[ \alpha := \max_{1 \leq i \leq n} \alpha_i \quad \text{and} \quad \beta := \min_{1 \leq j \leq m} \beta_j \]
satisfy \( \alpha(t) < \beta(t) \) on \( [a, b] \) and are strict, i.e. any solution \( u \) of (1.5) with
\( \alpha \leq u \leq \beta \) is such that \( \alpha < u < \beta \). Define \( A_i \subset [a, b] \) (resp. \( B_j \subset [a, b] \)) to be the set of points where \( \alpha_i \) (resp. \( \beta_j \)) is derivable.

Let \( E = \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \min_i \alpha_i(t) \leq u \leq \max_j \beta_j(t) \} \) and \( p, q \in [1, \infty) \) be such that \( \frac{1}{p} + \frac{1}{q} = 1 \). Assume \( f : E \to \mathbb{R} \) satisfies an \( L^p \)-Carathéodory condition and there exists \( N \in L^1(a, b) \), \( N > 0 \) such that for all \( i \) and a.e. \( t \in A_i \) (resp. for all \( j \) and a.e. \( t \in B_j \))

\[
    f(t, \alpha_i(t), \alpha'_i(t)) \geq -N(t) \quad \text{(resp. } f(t, \beta_j(t), \beta'_j(t)) \leq N(t)) \text{).}
\]

Assume moreover there exist \( \varphi \in C(\mathbb{R}^+, \mathbb{R}^+), \psi \in L^p(a, b) \) and \( R > 0 \) that satisfy (1.9) and that the function \( f \) satisfies one of the one-sided Nagumo conditions (a), (b), (c) or (d) in Theorem I-6.1.

Then

\[
    \deg(I - T, \Omega) = 1,
\]

where \( T : C^1([a, b]) \to C^1([a, b]) \) is defined by (1.11) and \( \Omega \) is given by (1.12).

In particular, the problem (1.5) has at least one solution \( u \in W^{2,p}(a, b) \) such that for all \( t \in [a, b] \)

\[
    \alpha(t) < u(t) < \beta(t).
\]

**Exercise 1.3** Prove Theorem 1.9 paraphrasing the argument of the previous proof and using the idea of Theorem I-6.10.

In case \( f \) is independent of \( u' \), this result reduces to

**Theorem 1.10** Let \( \alpha_i \in C([a, b]) \) (\( i = 1, \ldots, n \)) and \( \beta_j \in C([a, b]) \) (\( j = 1, \ldots, m \)) be respectively \( W^{2,1} \)-lower and upper solutions of (1.1). Assume

\[
    \alpha := \max_{1 \leq i \leq n} \alpha_i \quad \text{and} \quad \beta := \min_{1 \leq j \leq m} \beta_j
\]

satisfy \( \alpha(t) < \beta(t) \) on \([a, b]\) and are strict (see Theorem 1.9).

Let \( E := \{(t, u) \in [a, b] \times \mathbb{R} \mid \min_i \alpha_i(t) \leq u \leq \max_j \beta_j(t) \} \) and assume

\( f : E \to \mathbb{R} \) satisfies an \( L^1 \)-Carathéodory condition.

Then

\[
    \deg(I - T, \Omega) = 1,
\]

where \( T : C([a, b]) \to C([a, b]) \) is defined by (1.3) and \( \Omega \) is given by (1.4).

In particular, the problem (1.1) has at least one solution \( u \in W^{2,1}(a, b) \) such that for all \( t \in [a, b] \)

\[
    \alpha(t) < u(t) < \beta(t).
\]
Observe that we can replace the Nagumo conditions by any condition so that an a priori bound in the space $C([a, b])$ on solutions $u$ of the corresponding modified problem implies an a priori bound on $\|u'\|_{\infty}$. This is the case for the Rayleigh and the Liénard equation.

Consider first the Rayleigh equation

$$
\begin{align*}
&u'' + g(u') + h(t, u, u') = 0, \\
&u(a) = u(b), \quad u'(a) = u'(b).
\end{align*}
$$

(1.14)

**Theorem 1.11** Let $\alpha$ and $\beta \in C([a, b])$ be strict $W^{2,1}$-lower and upper solutions of (1.14) such that on $[a, b]$, $\alpha(t) < \beta(t)$. Let $E$ be defined by (1.8), $g \in C(\mathbb{R})$ and $h : E \to \mathbb{R}$ be a Carathéodory function such that, for some $H \in L^2(a, b)$, for a.e. $t \in [a, b]$, for all $(u, v) \in \mathbb{R}^2$ with $(t, u, v) \in E$

$$
|h(t, u, v)| \leq H(t).
$$

Then

$$
\deg(I - T, \Omega) = 1,
$$

where $\Omega$ is defined by (1.12) (with $R > 0$ large enough), $T : C^1([a, b]) \to C^1([a, b])$ is defined by

$$
(Tu)(t) := -\int_a^b G(t, s)[g(u'(s)) + h(s, u(s), u'(s))] + C(s)u(s)] ds,
$$

$G(t, s)$ is the Green’s function of

$$
\begin{align*}
&u'' - C(t)u = f(t), \\
&u(a) = u(b), \quad u'(a) = u'(b),
\end{align*}
$$

(1.15)

and $C \in L^1(a, b)$ is chosen such that $C(t) > |g(0)| + 1 + 3H(t)$ on $[a, b]$. In particular, the problem (1.14) has at least one solution $u \in W^{2,2}(a, b)$ such that for all $t \in [a, b]$

$$
\alpha(t) < u(t) < \beta(t).
$$

**Proof:** The proof repeats the arguments of Theorem I-6.8. Using the notations therein, observing that $\alpha$ and $\beta$ are strict and denoting

$$
\Omega_1 = \{u \in C^1([a, b]) \mid \|u\|_{\infty} < \rho, \|u'\|_{\infty} < R\},
$$

we have

$$
\deg(I - T, \Omega) = \deg(I - T_1, \Omega) = \deg(I - T_1, \Omega_1)
$$

$$
= \deg(I - T_0, \Omega_1) = \deg(I - T_0, B(0, R_0)) = 1.
$$

This concludes the proof. 
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The next result concerns the Liénard equation

\[ u'' + g(u)u' + h(t, u) = 0, \]
\[ u(a) = u(b), \quad u'(a) = u'(b). \] (1.16)

**Theorem 1.12** Let \( \alpha \) and \( \beta \in C([a, b]) \) be strict \( W^{2,1} \)-lower and upper solutions of (1.16) such that on \([a, b] \), \( \alpha(t) < \beta(t) \). Let \( E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\} \), \( g \in C(\mathbb{R}) \) and \( h : E \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function.

Then

\[ \text{deg}(I - T, \Omega) = 1, \]

where \( \Omega \) is defined by (1.12) (with \( R > 0 \) large enough), \( T : C^1([a, b]) \to C^1([a, b]) \) is defined by

\[ (Tu)(t) := -\int_a^b G(t, s) [g(u(s))u'(s) + f(s, u(s)) + C(s)u(s)] \, ds, \]

\( G(t, s) \) is the Green’s function of (1.15) and \( C \in L^1(a, b) \) is chosen such that, for a.e. \( t \in [a, b] \), \( |g(\alpha(t))| < C(t) \), \( |g(\beta(t))| < C(t) \) and for every \( (t, u) \in E \), \( |f(t, u)| < C(t) \).

In particular, the problem (1.16) has at least one solution \( u \in W^{2,1}(a, b) \) such that for all \( t \in [a, b] \)

\[ \alpha(t) < u(t) < \beta(t). \]

**Proof:** The proof repeats the arguments of Theorem 1.11 together with Theorem 1.6.9. \( \blacksquare \)

A first multiplicity result that we can deduce from Theorem 1.8 is obtained when we have two pairs of lower and upper solutions. In this case, we can prove existence of a third solution.

**Theorem 1.13** (The Three Solutions Theorem) Let \( \alpha_1, \beta_1 \) and \( \alpha_2, \beta_2 \in C([a, b]) \) be two pairs of \( W^{2,1} \)-lower and upper solutions of (1.5) such that on \([a, b] \)

\[ \alpha_1(t) \leq \beta_1(t), \quad \alpha_1(t) \leq \beta_2(t), \quad \alpha_2(t) \leq \beta_2(t) \]

and there exists \( t_0 \in [a, b] \) with

\[ \alpha_2(t_0) > \beta_1(t_0). \]

Assume further \( \beta_1 \) and \( \alpha_2 \) are strict \( W^{2,1} \)-upper and lower solutions. Define \( A_i \subset [a, b] \) (resp. \( B_i \subset [a, b] \)) to be the set of points where \( \alpha_i \) (resp. \( \beta_i \)) is derivable.
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Let $E$ be defined by

\[ E := \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \min_{i=1,2} \alpha_i(t) \leq u \leq \max_{i=1,2} \beta_i(t)\}, \tag{1.17} \]

and $p, q \in [1, \infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$. Assume $f : E \to \mathbb{R}$ satisfies an $L^p$-Carathéodory condition and there exists $N \in L^1(a, b)$, $N > 0$ such that for $i = 1, 2$ and a.e. $t \in A_i$ (resp. a.e. $t \in B_i$)

\[ f(t, \alpha_i(t), \alpha'_i(t)) \geq -N(t) \quad \text{(resp. } f(t, \beta_i(t), \beta'_i(t)) \leq N(t))\].

Assume moreover there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0)$, $\psi \in L^p(a, b)$ and $R > 0$ such that (1.9) holds and $f$ satisfies one of the one-sided Nagumo conditions (a), (b), (c) or (d) in Theorem I-6.1, with $\alpha = \alpha_1$ and $\beta = \beta_2$.

Then the problem (1.5) has at least three solutions $u_1, u_2, u_3 \in W^{2,p}(a, b)$ such that for all $t \in [a, b]$

\[ \alpha_1(t) \leq u_1(t) < \beta_1(t), \quad \alpha_2(t) < u_2(t) \leq \beta_2(t), \quad u_1(t) \leq u_3(t) \leq u_2(t) \]

and there exist $t_1, t_2 \in [a, b]$ with

\[ u_3(t_1) > \beta_1(t_1), \quad u_3(t_2) < \alpha_2(t_2). \]

Notice that the conditions $u_3(t_1) > \beta_1(t_1)$ and $u_3(t_2) < \alpha_2(t_2)$ is a localization condition that implies that $u_3 \neq u_1$ and $u_3 \neq u_2$.

Proof: Define

\[ g_i(t, u, v) = f(t, \alpha_i(t), v) - \alpha_i(t) - \omega_{1i}(t, \alpha_i(t) - u), \quad \text{if } u < \alpha_i(t), \]

\[ = f(t, u, v) - u, \quad \text{if } u \geq \alpha_i(t), \]

\[ h_i(t, u, v) = f(t, \beta_i(t), v) - \beta_i(t) + \omega_{2i}(t, u - \beta_i(t)), \quad \text{if } u > \beta_i(t), \]

\[ = f(t, u, v) - u, \quad \text{if } u \leq \beta_i(t), \]

where

\[ \omega_{1i}(t, \delta) = \chi_{A_i}(t) \max_{|v| \leq \delta} |f(t, \alpha_i(t), \alpha'_i(t) + v) - f(t, \alpha_i(t), \alpha'_i(t))|, \]

\[ \omega_{2i}(t, \delta) = \chi_{B_i}(t) \max_{|v| \leq \delta} |f(t, \beta_i(t), \beta'_i(t) + v) - f(t, \beta_i(t), \beta'_i(t))|, \]

$\chi_{A_i}$ and $\chi_{B_i}$ are the characteristic functions of the sets $A_i$ and $B_i$.

We consider now the modified problem

\[ u'' - u = F(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b), \tag{1.18} \]
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where
\[ F(t, u, v) = g_1(t, u, v), \quad \text{if } u \leq \alpha_1(t), \]
\[ = f(t, u, v) - u, \quad \text{if } \alpha_1(t) < u < \beta_2(t), \]
\[ = h_2(t, u, v), \quad \text{if } \beta_2(t) \leq u. \]

Let us choose \( k \) so that \( \beta_1 \leq \beta_2 + k \) and \( \alpha_1 - k \leq \alpha_2 \), and define \( T : C^1([a, b]) \rightarrow C^1([a, b]) \) by

\[ (Tu)(t) = \int_a^b G(t, s)F(s, u(s), u'(s))\,ds, \]

where \( G(t, s) \) is the Green’s function corresponding to (I-1.4).

**Step 1 – Computation of** \( d(I - T, \Omega_{1,1}) \), where \( \Omega_{1,1} = \{ u \in C^1([a, b]) \mid \forall t \in [a, b], \alpha_1(t) - k < u(t) < \beta_1(t), \; |u'(t)| < R \} \).

Define the alternative modified problem

\[
\begin{align*}
    u'' - u &= \bar{F}(t, u, u'), \\
    u(a) &= u(b), \; u'(a) = u'(b),
\end{align*}
\tag{1.19}
\]

where
\[
\begin{align*}
    \bar{F}(t, u, u') &= g_1(t, u, v), \quad \text{if } u \leq \alpha_1(t), \\
    &= f(t, u, v) - u, \quad \text{if } \alpha_1(t) < u < \min\{\beta_1(t), \beta_2(t)\}, \\
    &= \max\{h_1(t, u, v), h_2(t, u, v)\}, \quad \text{if } \min\{\beta_1(t), \beta_2(t)\} \leq u.
\end{align*}
\]

Define next \( \bar{T} : C^1([a, b]) \rightarrow C^1([a, b]) \) by

\[ (\bar{T}u)(t) = \int_a^b G(t, s)\bar{F}(s, u(s), u'(s))\,ds. \]

For any \( \lambda \in [0, 1] \), we consider then the homotopy \( T_\lambda = \lambda\bar{T} + (1 - \lambda)T \).

**Claim 1:** If \( \lambda \in [0, 1] \) and \( u \) is a fixed point of \( T_\lambda \), we have \( \alpha_1 \leq u \leq \beta_2 \).

This follows from the usual maximum principle argument as in Step 3 of the proof of Theorem I-6.6.

**Claim 2:** If \( \lambda \in [0, 1] \) and \( u \in \Omega_{1,1} \) is a fixed point of \( T_\lambda \), we have \( u < \beta_1 \).

Assume there exists \( t_0 \in [a, b] \) such that \( u(t_0) = \beta_1(t_0) \). We deduce from Claim 1 that \( \alpha_1(t) \leq u(t) \leq \beta_2(t) \) for all \( t \in [a, b] \). Hence we prove, as in Step 4 of the proof of Theorem I-6.6, that \( \|u'\|_\infty < R \) so that \( u \) solves (1.5).

As further \( \beta_1 \) is a strict upper solution, the claim follows.
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Claim 3: \( \text{deg}(I - T, \Omega_{1,1}) = 1 \). It follows from the above claims that \( \alpha_1 - k \) and \( \beta_1 \) are strict lower and upper solutions of (1.19) and we deduce from Theorem 1.8 and the properties of the degree that

\[
\text{deg}(I - T, \Omega_{1,1}) = \text{deg}(I - T_\lambda, \Omega_{1,1}) = \text{deg}(I - \bar{T}, \Omega_{1,1}) = 1.
\]

Step 2 - \( \text{deg}(I - T, \Omega_{2,2}) = 1 \), where

\[
\Omega_{2,2} = \{ u \in C^1([a,b]) \mid \forall t \in [a,b], \alpha_2(t) < u(t) < \beta_2(t) + k, \ |u'(t)| < R \}.
\]

The proof of this result parallels the proof of Step 1.

Step 3 - There exist three solutions \( \bar{u}_i \ (i = 1, 2, 3) \) of (1.18) such that

\[
\alpha_1 - k < \bar{u}_1 < \beta_1, \ \alpha_2 < \bar{u}_2 < \beta_2 + k, \ \alpha_1 - k < \bar{u}_3 < \beta_2 + k
\]

and there exist \( t_1, t_2 \in [a,b] \) with

\[
\bar{u}_3(t_1) > \beta_1(t_1), \ \bar{u}_3(t_2) < \alpha_2(t_2).
\]

The two first solutions are obtained from the fact that

\[
\text{deg}(I - T, \Omega_{1,1}) = 1 \quad \text{and} \quad \text{deg}(I - T, \Omega_{2,2}) = 1.
\]

Define

\[
\Omega_{1,2} = \{ u \in C^1([a,b]) \mid \forall t \in [a,b], \alpha_1(t) - k < u(t) < \beta_2(t) + k, \ |u'(t)| < R \}.
\]

We have

\[
1 = \text{deg}(I - T, \Omega_{1,2}) = \text{deg}(I - T, \Omega_{1,1}) + \text{deg}(I - T, \Omega_{2,2}) + \text{deg}(I - T, \Omega_{1,2} \setminus (\Omega_{1,1} \cup \Omega_{2,2}))
\]

which implies

\[
\text{deg}(I - T, \Omega_{1,2} \setminus (\Omega_{1,1} \cup \Omega_{2,2})) = -1
\]

and the existence of \( \bar{u}_3 \in \Omega_{1,2} \setminus (\Omega_{1,1} \cup \Omega_{2,2}) \) follows.

Step 4 - There exist solutions \( u_i \ (i = 1, 2, 3) \) of (1.5) such that

\[
\alpha_1 \leq u_1 < \beta_1, \ \alpha_2 < u_2 \leq \beta_2, \ u_1 \leq u_3 \leq u_2
\]

and there exist \( t_1, t_2 \in [a,b] \), with

\[
u_3(t_1) > \beta_1(t_1), \ \nu_3(t_2) < \alpha_2(t_2).
\]

We know that solutions \( u \) of (1.18) are such that

\[
\alpha_1 \leq u \leq \beta_2 \quad \text{and} \quad \|u'\|_\infty \leq R,
\]

i.e. they are solutions of (1.5). Next, from Theorem I-6.11, we know there exist extremal solutions \( u_{\min} \) and \( u_{\max} \) of (1.5) in \( [\alpha_1, \beta_2] \). The claim follows then with \( u_1 = u_{\min}, \ u_2 = u_{\max} \) and \( u_3 = \bar{u}_3 \).}
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Observe that in this theorem \( u_1 \leq \min\{\beta_1, \beta_2\} \) and \( u_2 \geq \max\{\alpha_1, \alpha_2\} \).

**Example 1.1** In Example I-1.4, we have proved that if \( h \in C([0, 2\pi]) \) is such that \( \|\tilde{h}\|_{L^1} \leq 3, |\tilde{h}| < \cos\left(\frac{\pi}{6}\|\tilde{h}\|_{L^1}\right) \), the problem

\[
\begin{align*}
    u'' + \sin u &= h(t), \\
    u(0) &= u(2\pi), \quad u'(0) = u'(2\pi),
\end{align*}
\]

has at least one solution. With Theorem 1.13, it is now easy to extend this example to functions \( h \in L^1(0, 2\pi) \) and to complement it as follows. Let \( w \) to be the solution of

\[
\begin{align*}
    w'' &= \tilde{h}(t), \quad w(0) = w(2\pi), \quad w'(0) = w'(2\pi), \quad \bar{w} = 0,
\end{align*}
\]

and

\[
\begin{align*}
    \alpha_1(t) &= -\frac{3\pi}{2} + w(t), \quad \beta_1(t) = -\frac{\pi}{2} + w(t), \\
    \alpha_2(t) &= \frac{\pi}{2} + w(t), \quad \beta_2(t) = \frac{3\pi}{2} + w(t).
\end{align*}
\]

Using Propositions 1.5, 1.6 and Theorem 1.13, we find three solutions of (1.20), i.e. \( \alpha_1 < u_1 < \beta_1, \alpha_2 < u_2 < \beta_2 \) and \( \alpha_1 < u_3 < \beta_2 \) with \( u_3(t_1) \geq \beta_1(t_1) \) and \( u_3(t_2) \leq \alpha_2(t_2) \) for some \( t_1 \) and \( t_2 \in [0, 2\pi] \). Notice that \( u_1 \) might be \( u_2 - 2\pi \) but \( u_3 \neq u_1 \mod 2\pi \). Hence, this problem has at least two geometrically different solutions.

**Example 1.2** Consider the equation

\[
(1 + e \cos t)u'' - (2e \sin t)u' + a \sin u = 4e \sin t
\]

which describes the motions of a satellite in the plane of its orbit around its center of mass. Here \( u \) is twice the angle between the radius vector of the satellite and one of its principal axes of inertia lying in the plane of the orbit, \( t \) is the true anomaly, \( a \) and \( e \) are parameters such that \( |a| \leq 3 \) and \( 0 < e < 1 \).

Let us prove that for all \( a \) and \( e \in ]-1, 1[ \) with \( |e| < |a|/4 \), the equation (1.21) has at least two \( 2\pi \)-periodic solutions which do not differ by a multiple of \( 2\pi \). To this end we apply, in case \( a > 0 \), Theorem 1.13 with

\[
\begin{align*}
    \alpha_1 &= \frac{\pi}{2} < \beta_1 = \frac{3\pi}{2} < \alpha_2 = \frac{5\pi}{2} < \beta_2 = \frac{7\pi}{2}
\end{align*}
\]

and obtain three solutions

\[
\begin{align*}
    \alpha_1 < u_1 < \beta_1, \quad \alpha_2 < u_2 < \beta_2 \quad \text{and} \quad \alpha_1 < u_3 < \beta_2.
\end{align*}
\]

Notice that \( u_3 \nleq \beta_1 \) and \( \alpha_2 \nleq u_3 \) which implies \( u_3 \neq u_1 \mod 2\pi \). On the other hand, \( u_1 \) might be \( u_2 - 2\pi \) so that we obtain only two geometrically different solutions of (1.21). A similar argument holds if \( a < 0 \).
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The same conclusion holds for all \( a \) and \( e \in \mathbb{R} \), with \( |e| < e_0 \), where \( e_0 = 0.2982 \ldots \) is the positive root of

\[
9e^4 + (17 + \frac{41}{64})e^2 - (1 + \frac{41}{64}) = 0.
\]

These conditions improve the preceding ones if \( a \) is small. To prove this result in case \( a \geq 0 \), let

\[
z(t) = 2 \int_0^t \left( \frac{(1-e^2)^{3/2}}{(1+e^2 \cos s)^2} - 1 \right) ds,
\]

be a 2\( \pi \)-periodic solution of

\[
(1 + e \cos t)z'' - (2e \sin t)z' = 4e \sin t.
\]

If we can find a constant \( c \) such that on \([0, 2\pi]\)

\[
\alpha_1(t) = z(t) + c \in ]0, \pi[,
\]

this function is a strict lower solution as follows from Proposition 1.1. The result follows then from Theorem 1.13 with \( \alpha_1 < \beta_1 = \alpha_1 + \pi < \alpha_2 = \alpha_1 + 2\pi < \beta_2 = \alpha_1 + 3\pi \).

The extrema of \( \alpha_1 \) are difficult to compute. However if we choose \( c \) so that \( \bar{\alpha}_1 = \frac{1}{2\pi} \int_0^{2\pi} \alpha_1 \, dt = \pi/2 \), we can compute (using \( |e| < e_0 \) and Proposition A-4.1) that \( \tilde{\alpha}_1 = \alpha_1 - \bar{\alpha}_1 \) satisfies

\[
\|\tilde{\alpha}_1\|^2 \leq \frac{\pi}{6} \int_0^{2\pi} \tilde{\alpha}_1^2(t) \, dt = \frac{2\pi^2}{3} \left[ \frac{2+3e^2}{(1-e^2)^{3/2}} - 2 \right] < \frac{\pi^2}{4}.
\]

The function \( \alpha_1 = \tilde{\alpha}_1 + \pi/2 \) works.

**Example 1.3** Consider the problem

\[
u'' + cu' - u^3 + 3u = p(t), \quad u(0) = u(2\pi), \quad u'(0) = u'(2\pi),
\]

where \( p \in L^\infty(0, 2\pi) \).

**Claim 1** – For all \( p \in L^\infty(0, 2\pi) \), (1.22) has at least one solution. This follows from Theorem I-6.9, where \( \alpha_1 < -1 \) and \( \beta_2 > 1 \) are constants such that \( \alpha_1^3 - 3\alpha_1 < -\|p\|_\infty \) and \( \beta_2^3 - 3\beta_2 > \|p\|_\infty \).

**Claim 2** – For all \( p \in L^\infty(0, 2\pi) \) such that \( \|p\|_\infty < 2 \), (1.22) has at least three solutions. This follows from Theorem 1.13, where \( \alpha_1 \) and \( \beta_2 \) are chosen as in Claim 1, \( \beta_1 = -1 \) and \( \alpha_2 = 1 \). The functions \( \beta_1 \) and \( \alpha_2 \) are strict upper and lower solutions as follows from Propositions 1.6 and 1.5.
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Claim 3 – For all \( p \in L^\infty(0, 2\pi) \) such that \( \|p\|_\infty = 2 \), (1.22) has at least two solutions. Let \( \alpha_i \) and \( \beta_i \) \((i = 1, 2)\) be chosen as in Claim 2. The existence of solutions \( u_i \in [\alpha_i, \beta_i] \) follows then from Theorem I-6.9.

This result is best possible as follows from the case \( c \neq 0 \) and \( p \) constant. Here, we can give an exact count of the number of solutions. Multiplying the equation (1.22) by \( u' \) and integrating we obtain \( \|u'\|_{L^2} = 0 \). Hence, in this case, this problem admits only constant solutions. It is then easy to see that it has exactly
(a) three solutions for \( p \in [-2, 2] \),
(b) two solutions for \( p = -2 \) or 2,
(c) one solution for \( p \in ]-\infty, -2[ \) or \( p \in ]2, +\infty[ \).
This situation is represented at figure 1.

![Diagram of the solutions of (1.22)](image)

**Fig. 1:** Diagram of the solutions of (1.22)

We can generalize this example and complement Exercise I-6.4.

**Exercise 1.4** Consider the problem

\[
\begin{align*}
    u'' + g(u)\text{sgn}(u')|u'|^r + f(t, u) &= s(t), \\
    u(0) &= u(2\pi), \quad u'(0) = u'(2\pi),
\end{align*}
\]

where \( f \) is an \( L^p \)-Carathéodory function that satisfies Condition (A) in Proposition 1.5, \( g \) is continuous and \( s \in L^\infty(0, 2\pi) \). Assume \( 0 < r \leq 2 - 1/p \),

\[
\lim_{u \to +\infty} f(t, u) = -\infty, \quad \lim_{u \to -\infty} f(t, u) = +\infty,
\]

uniformly in \( t \) and there exist real numbers \( v < u \) such that \( f(t, v) < f(t, u) \).

Prove that for any \( s \in L^\infty(0, 2\pi) \) with \( f(t, v) < s(t) < f(t, u) \), problem (1.23) has at least three solutions.
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Hint: Use constant upper and lower solutions: \( \alpha_1 < \beta_1 = v < \alpha_2 = u < \beta_2 \).

Exercise 1.5 Adapt Theorem 1.13 to the Rayleigh and the Liénard equations (1.14) and (1.16).

Another way to obtain multiplicity results is to exhibit domains \( \Omega_1 \supset \Omega \) such that
\[
\operatorname{deg}(I - T, \Omega_1) = 0 \quad \text{and} \quad \operatorname{deg}(I - T, \Omega) = 1.
\]
This is the basic idea of the following theorem.

Theorem 1.14 Let \( k > 0 \) and \( \alpha, \beta \in C([a, b]) \) be respectively a \( W^{2,1} \)-lower solution and a strict \( W^{2,1} \)-upper solution of the problem (1.5) with \( \alpha \leq \beta \leq k \). Define \( \Omega \subset [a, b] \) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Let \( p, q \in [1, \infty] \) with \( \frac{1}{p} + \frac{1}{q} = 1 \), and \( E = \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \alpha(t) \leq u \} \). Assume \( f : E \rightarrow \mathbb{R} \) satisfies an \( L^p \)-Carathéodory condition and there exists \( N \in L^1(a, b), N > 0 \) such that for a.e. \( t \in A \) (resp. for a.e. \( t \in B \))
\[
f(t, \alpha(t), \alpha'(t)) \geq -N(t) \quad \text{(resp.} \quad f(t, \beta(t), \beta'(t)) \leq N(t)).
\]
Let \( R > 0, \varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0) \) and \( \psi \in L^p(a, b) \) satisfy
\[
\int_0^R s^{1/q} \varphi(s) \, ds > \| \psi \|_{L^p} (k - \min_t \alpha(t))^{1/q},
\]
and suppose that for a.e. \( t \in [a, b] \) and all \( (u, v) \in \mathbb{R}^2 \) with \( \alpha(t) \leq u \leq k \),
\[
f(t, u, v) \leq \psi(t) \varphi(|v|).
\]
Assume at last that for every solution \( u \in W^{2,1}(a, b) \) of
\[
u'' \leq f(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b),
\]
with \( u \geq \alpha \) we have \( u < k \) on \([a, b]\).

Then the problem (1.5) has at least two solutions \( u_1, u_2 \in W^{2,p}(a, b) \) such that for all \( t \in [a, b] \)
\[
\alpha(t) \leq u_1(t) < \beta(t), \quad u_1(t) \leq u_2(t) < k
\]
and for some \( t_1 \in [a, b] \),
\[
u_2(t_1) > \beta(t_1).
\]
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Proof: Define
\[ \tilde{f}(t, u, v) = f(t, \gamma_1(t, u), v), \]
and
\[ \omega_1(t, \delta) = \chi_A(t) \max_{|v| \leq \delta} |\tilde{f}(t, \alpha(t), \alpha'(t) + v) - \tilde{f}(t, \alpha(t), \alpha'(t))|, \]
where \( \gamma_1(t, u) = \max\{\alpha(t), u\} \) and \( \chi_A \) is the characteristic function of the set \( A \).

We consider now the modified problem
\[ u'' - u = \tilde{f}(t, u, u') - \omega(t, u) - s, \quad u(a) = u(b), \quad u'(a) = u'(b), \tag{1.25} \]
where \( s \geq 0 \) and
\[
\omega(t, u) = \alpha(t) + \omega_1(t, \alpha(t) - u), \quad \text{if } u < \alpha(t), \\
= u, \quad \text{if } u \geq \alpha(t).
\]

Solutions of (1.25) solve the fixed point problem
\[ u(t) = (Tu)(t) + s, \]
where
\[ (Tu)(t) = \int_a^b G(t, s)[\tilde{f}(t, u, u') - \omega(t, u)] \, ds \]
and \( G(t, s) \) is the Green’s function corresponding to (I-1.4).

Claim 1 - Solutions \( u \) of (1.25), with \( s \geq 0 \), are such that \( \alpha \leq u < k \). The claim \( \alpha \leq u \) follows from the argument used in the proof of Theorem I-6.6. Hence \( u \) is a solution of (1.24) and the claim \( u < k \) is an assumption.

Claim 2 - Solutions \( u \) of (1.25), with \( s \geq 0 \), are such that \( \|u'\|_{\infty} < R \). From Claim 1, \( \alpha \leq u < k \). Arguing then as in Theorem I-6.6, Claim 2 follows from Proposition I-4.8.

Claim 3 - \( \deg(I - T, \Omega) = 1 \), where \( \Omega = \{u \in C^1([a, b]) \mid \forall t \in [a, b], \alpha(t) - 1 < u(t) < \beta(t), \|u'(t)\| < R\} \). Notice that \( \alpha - 1 \) is a lower solution of (1.25) and from Claim 1, this lower solution is strict. The claim follows then from Theorem 1.8.

Claim 4 - \( \deg(I - T, \Omega_1) = 0 \), where \( \Omega_1 = \{u \in C^1([a, b]) \mid \forall t \in [a, b], \alpha(t) - 1 < u(t) < k, \|u'(t)\| < R\} \). Solutions \( u \) of (1.25) are such that
\[ u = Tu + s. \]
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As further they are in $\Omega_1$, it is clear that $\|u - Tu\|_\infty = s$ is a priori bounded. Hence for $s = s_0$ large enough there is no solution of (1.25). It follows that

$$\deg(I - T, \Omega_1) = \deg(I - T - s_0, \Omega_1) = 0.$$  

**Conclusion** – From Claim 3, there exists a solution $u_1 \in \Omega$. By Theorem I-6.11, we can choose $u_1$ to be the minimal solution in $\Omega$. Next, by excision, we deduce from the previous claims that

$$\deg(I - T, \Omega_1 \setminus \bar{\Omega}) = -1,$$

and there exists a second solution $u_2 \in \Omega_1 \setminus \bar{\Omega}$. If $u_2 \not\geq u_1$, $u_1$ and $u_2$ are upper solution and we deduce from I-6.10 existence of a solution $u_3$ with $\alpha \leq u_3 \leq \min\{u_1, u_2\}$ which contradicts $u_1$ to be minimal. ■

Notice that we cannot use a one-sided Nagumo condition such as

$$f(t, u, v) \geq -\psi(t) \varphi(|v|)$$

to obtain an a-priori bound on the derivative of solutions of (1.25) which is uniform in $s \geq 0$ (see Claim 2).

Observe also that solutions of (1.24) are regular upper solutions of (1.5).

**Exercise 1.6** Write and prove a result similar to the preceding theorem so that there exist solutions $u_i$ with

$$\alpha < u_1 \leq \beta \quad \text{and} \quad -k < u_2 \leq u_1.$$

**Exercise 1.7** Paraphrase Theorem 1.14 for the Rayleigh and the Liénard equations (1.14) and (1.16).

If $f$ does not depend on the derivative $u'$, Theorem 1.14 reduces to the following.

**Theorem 1.15** Let $k > 0$, $\alpha, \beta \in C([a, b])$ be respectively a $W^{2,1}$-lower solution and a strict $W^{2,1}$-upper solution of (1.1) such that $\alpha \leq \beta \leq k$. Let $E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u\}$ and assume $f : E \to \mathbb{R}$ is an $L^1$-Carathéodory function.

Suppose moreover that for all solutions $u \in W^{2,1}(a, b)$ of

$$u'' \leq f(t, u),$$

$$u(a) = u(b), \quad u'(a) = u'(b),$$
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with $u \geq \alpha$ we have $u < k$ on $[a, b]$.

Then the problem (1.1) has at least two solutions $u_1, u_2 \in W^{2,1}(a, b)$ such that for all $t \in [a, b]$

$$\alpha(t) \leq u_1(t) < \beta(t), \quad u_1(t) \leq u_2(t) < k$$

and for some $t_1 \in [a, b]$

$$u_2(t_1) > \beta(t_1).$$

**Example 1.4** In Example I-1.2, we have proved that if $h \in C([a, b])$ is such that, for all $t \in [a, b]$, $-\frac{1}{4} \leq h(t) \leq 0$, then $\alpha_1(t) = -1$ and $\alpha_2(t) = 0$ are lower solutions and $\beta_1(t) = -1/\sqrt{2}$ and $\beta_2(t) = 1/\sqrt{2}$ are upper solutions of

$$u'' + u^4 - u^2 = h(t),$$

$$u(a) = u(b), \quad u'(a) = u'(b).$$

(1.26)

If we reinforce the condition on $h$ assuming $-1/4 < h(t) \leq 0$ for all $t \in [a, b]$, we can use Theorem 1.15 and prove the existence of a third solution $u_3$ such that for some $t_1 \in [a, b]$, $u_3(t_1) > 1/\sqrt{2}$. To this end, we apply this theorem with $\alpha = 0$ and $\beta = 1/\sqrt{2}$. The upper solution $\beta$ is strict from Proposition 1.2. It remains to prove an a priori bound on the positive upper solutions of (1.26). Observe that $u^4 - u^2 \geq -\frac{1}{4}$ on $\mathbb{R}^+$. Hence, if $u$ is an upper solutions of (1.26),

$$u'' \leq h(t) - (u^4 - u^2) \leq h(t) + \frac{1}{4} \leq \frac{1}{4}.$$

Moreover $\min_t u(t) = u(t_0) < 1$ as otherwise $u''(t) < 0$ on $[a, b]$ which contradicts the periodicity of $u$. Extending $u$ and $h$ by periodicity and as $u'(t_0) = 0$ we have, for all $t \in [t_0, t_0 + b - a]$,

$$u(t) = u(t_0) + \int_{t_0}^{t} u''(s)(t - s) \, ds \leq 1 + \frac{1}{8}(b - a)^2.$$

This proves the required a priori bound.

If we assume further $-1/4 < h(t) < 0$ for all $t \in [a, b]$, the lower solution $\alpha = 0$ is also strict as follows from Proposition 1.1 and we conclude, using Theorem 1.13, that this problem has a fourth solution $u_4$ such that, for all $t \in [a, b]$, $u_1 \leq u_4 \leq u_2$.

Notice at last that if $h$ is constant, the four solutions are easy to exhibit.

February 19, 2005
2. The Dirichlet Problem

2.1 The strict lower and upper solutions

Consider the Dirichlet problem

\[ u'' = f(t, u, u'), \quad u(a) = 0, u(b) = 0, \]  

where \( f \) is an \( L^p \)-Carathéodory function. It has been seen that this problem is equivalent to the fixed point problem

\[ u(t) = (Tu)(t) := \int_a^b G(t, s)f(s, u(s), u'(s)) \, ds, \]  

where \( G(t, s) \) is the Green’s function corresponding to

\[ u'' = f(t), \quad u(a) = 0, u(b) = 0. \]

In this chapter, we consider the degree of \( I - T \) for an open set \( \Omega \) of functions \( u \) that lie between the lower and upper solutions \( \alpha \) and \( \beta \). However, we want to allow \( \alpha \) and \( \beta \) to satisfy the boundary conditions. In that case, the set

\[ \Omega = \{ u \in C^1([a, b]) | \|u'\|_\infty < R, \forall t \in ]a, b[, \alpha(t) < u(t) < \beta(t) \} \]

is not open in \( C^1_0([a, b]) \). Similarly, if \( f \) does not depend on \( u' \), we cannot use the set

\[ \Omega = \{ u \in C_0([a, b]) | \forall t \in ]a, b[, \alpha(t) < u(t) < \beta(t) \}, \]

which might not be open in \( C_0([a, b]) \).

A way out is to impose some additional condition on the function at the boundary points \( t = a \) and \( t = b \). For example, the set

\[ \{ u \in C^1_0([a, b]) | ||u'||_\infty < R, \forall t \in ]a, b[, \alpha(t) < u(t) < \beta(t), \quad D^+\alpha(a) < u'(a) < D^-\beta(a), \quad D^-\alpha(b) > u'(b) > D^+\beta(b) \} \]

is open in \( C^1_0([a, b]) \).

To work in a space of continuous function, we need to generalize the conditions \( \alpha(t) < u(t) \) on \( ]a, b[ \), \( D^+\alpha(a) < u'(a) \) and \( D^-\alpha(b) > u'(b) \) for such functions. Let us first introduce the following definition.
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**Definition 2.1** Let \( u, v \in C([a, b]) \). We write \( u \succ v \) or \( v \prec u \) if

\[
\begin{align*}
&u(t) > v(t), & &\text{on } ]a, b[,
&D_+u(a) > D^+v(a), & &\text{if } u(a) = v(a),
&D^-u(b) < D_-v(b), & &\text{if } u(b) = v(b),
\end{align*}
\]

or, which is equivalent, if there exists \( \epsilon > 0 \) such that for any \( t \in [a, b] \)

\[
u(t) - v(t) \geq \epsilon e(t),
\]

where \( e(t) := \sin(\frac{\pi t}{b-a}) \) is the eigenfunction corresponding to the first eigenvalue of the problem

\[
u'' + \lambda u = 0, \quad u(a) = 0, \quad u(b) = 0.
\]

The next step is to define the concept of strict lower and upper solutions.

**Definitions 2.2** A lower solution \( \alpha \) of (2.1) is said strict if every solution \( u \) of (2.1) with \( \alpha \leq u \) is such that \( \alpha \prec u \).

An upper solution \( \beta \) of (2.1) is said strict if every solution \( u \) of (2.1) with \( u \leq \beta \) is such that \( u \prec \beta \).

Observe that the notion of strict lower and upper solution we defined with the strict order \( \prec \) is based on the same idea that the corresponding notion we introduced for the periodic case. In this last case, a lower solution \( \alpha \) is said strict if every solution \( u \) of the periodic problem with \( \alpha \leq u \) is such that \( \alpha < u \), i.e. if there exists \( \epsilon > 0 \) such that for any \( t \in [a, b] \)

\[
u(t) - \alpha(t) \geq \epsilon 1.
\]

The connection is obvious if we notice that \( \sin(\frac{\pi t}{b-a}) \) and 1 are the first eigenfunctions of the corresponding eigenvalue problems

\[
u'' + \lambda u = 0, \quad u(a) = 0, \quad u(b) = 0,
\]

and

\[
u'' + \lambda u = 0, \quad u(a) = u(b), \quad u'(a) = u'(b).
\]

More generally, a lower solution \( \alpha \) is strict if for every solution \( u \) with \( \alpha \leq u \), there exists \( \epsilon > 0 \) such that \( \alpha(t) + \epsilon \varphi_1(t) \leq u(t) \), where \( \varphi_1 \) is the first eigenfunction of the corresponding eigenvalue problem.

Most of the results we present for Dirichlet problem extend to the separated boundary conditions. Such generalizations are left to the reader as exercises.
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A first result concerns lower and upper solutions which are $C^2$.

**Proposition 2.1** Let $f : [a, b] \times \mathbb{R}^2 \to \mathbb{R}$ be continuous and $\alpha \in C([a, b]) \cap C^2([a, b])$ be such that
(a) for all $t \in [a, b]$, $\alpha''(t) > f(t, \alpha(t), \alpha'(t))$;
(b) for $t_0 \in \{a, b\}$, either $\alpha(t_0) < 0$ or $\alpha(t_0) = 0$, $\alpha \in C^2([a, b] \cup \{t_0\})$, and $\alpha''(t_0) > f(t_0, \alpha(t_0), \alpha'(t_0))$.

Then $\alpha$ is a strict $C^2$-lower solution of (2.1).

**Proof:** From the assumptions, $\alpha$ is a $C^2$-lower solution of (2.1). Let then $u$ be a solution of (2.1) such that $\alpha \leq u$ and assume, by contradiction, that for any $\epsilon = 1/n$, there exists $t_n \in [a, b]$ such that

$$u(t_n) - \alpha(t_n) < \frac{1}{n} \sin(\pi \frac{t_n - a}{b - a}).$$

(2.4)

It follows there exists a subsequence of $(t_n)_n$ that converges to a point $t_0$ such that $u(t_0) = \alpha(t_0)$. If $t_0 \in \{a, b\}$, we have $u'(t_0) = \alpha'(t_0)$. On the other hand, if $t_0 = a$, we know that $\alpha \in C^2([a, b])$. Further, we deduce from (2.4) that

$$\frac{u(t_n) - u(a)}{t_n - a} \leq \frac{\alpha(t_n) + \frac{1}{n} \sin(\pi \frac{t_n - a}{b - a}) - \alpha(a)}{t_n - a}.$$

This implies $u'(a) \leq \alpha'(a)$. As further $u - \alpha$ is minimum at $t = a$, we also have $u'(a) \geq \alpha'(a)$. Hence, $u'(a) = \alpha'(a)$. A similar reasoning applies if $t_0 = b$ so that in all cases $u'(t_0) - \alpha'(t_0) = 0$. At last, we obtain the contradiction $0 \leq u''(t_0) - \alpha''(t_0) = f(t_0, \alpha(t_0), \alpha'(t_0)) - \alpha''(t_0) < 0$.

In a similar way, we can write the following.

**Proposition 2.2** Let $f : [a, b] \times \mathbb{R}^2 \to \mathbb{R}$ be continuous and $\beta \in C([a, b]) \cap C^2([a, b])$ be such that
(a) for all $t \in [a, b]$, $\beta''(t) < f(t, \beta(t), \beta'(t))$;
(b) for $t_0 \in \{a, b\}$, either $\beta(t_0) > 0$ or $\beta(t_0) = 0$, $\beta \in C^2([a, b] \cup \{t_0\})$ and $\beta''(t_0) < f(t_0, \beta(t_0), \beta'(t_0))$.

Then $\beta$ is a strict $C^2$-upper solution of (2.1).

Notice that an upper solution $\beta$ such that

$$\beta''(t) < f(t, \beta(t), \beta'(t))$$

on $[a, b]$, $\beta(a) \geq 0$, $\beta(b) > 0$

is not necessarily strict. Consider for example the problem (2.1) defined on $[a, b] = [0, 1]$ with

$$f(t, u, u') = 0, \quad \text{if } u \leq 0,$$

$$= 7u/t^2, \quad \text{if } 0 < u \leq t^3,$$

$$= 7t, \quad \text{if } u > t^3.$$
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The function \( u(t) = 0 \) is a solution and \( \beta(t) = t^3 \geq u(t) \) is an upper solution which is not strict (as \( \beta(0) = u(0) \) and \( \beta'(0) = u'(0) \)) but satisfies \( \beta''(t) < f(t, \beta(t), \beta'(t)) \) on \([0, 1]\), \( \beta(0) = 0 \) and \( \beta(1) > 0 \).

In the Carathéodory case, we can use the following propositions.

**Proposition 2.3** Let \( f: [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function. Assume that \( \alpha \in C([a, b]) \) is not a solution of (2.1) and that

(a) for all \( t_0 \in [a, b] \), either \( D_- \alpha(t_0) < D^+ \alpha(t_0) \)

or there exist an open interval \( I_0 \subset [a, b] \) and \( \epsilon > 0 \) such that \( t_0 \in I_0 \),

(\( \alpha \in W^{2,1}(I_0) \)) and for a.e. \( t \in I_0 \), all \( u \in [\alpha(t), \alpha(t) + \epsilon \sin(\pi \frac{t-a}{b-a})] \) and all \( v \in [\alpha'(t) - \epsilon, \alpha'(t) + \epsilon] \),

\[ \alpha''(t) \geq f(t, u, v); \]

(b) either \( \alpha(a) < 0 \)

or \( \alpha(a) = 0 \) and there exist \( \epsilon > 0 \) such that \( \alpha \in W^{2,1}(a, a+\epsilon) \) and

for a.e. \( t \in [a, a+\epsilon] \), all \( u \in [\alpha(t), \alpha(t) + \epsilon \sin(\pi \frac{t-a}{b-a})] \) and all \( v \in [\alpha'(t) - \epsilon, \alpha'(t) + \epsilon] \),

\[ \alpha''(t) \geq f(t, u, v); \]

(c) either \( \alpha(b) < 0 \)

or \( \alpha(b) = 0 \) and there exist \( \epsilon > 0 \) such that \( \alpha \in W^{2,1}(b-\epsilon, b) \) and

for a.e. \( t \in [b-\epsilon, b] \), all \( u \in [\alpha(t), \alpha(t) + \epsilon \sin(\pi \frac{t-a}{b-a})] \) and all \( v \in [\alpha'(t) - \epsilon, \alpha'(t) + \epsilon] \),

\[ \alpha''(t) \geq f(t, u, v). \]

Then \( \alpha \) is a strict \( W^{2,1} \)-lower solution of (2.1).

**Proof:** Notice first that \( \alpha \) satisfies Definition II-2.1 and therefore is a \( W^{2,1} \)-lower solution.

Let \( u \) be a solution of (2.1) such that \( u \geq \alpha \). Arguing by contradiction as in Proposition 2.1 there exists a sequence \((t_n)_n\) that satisfies (2.4) and that converges to a point \( t_0 \) such that \( u(t_0) = \alpha(t_0) \) and \( u'(t_0) = \alpha'(t_0) \).

As \( \alpha \) is not a solution, we can find \( t^* \) such that \( u(t^*) > \alpha(t^*) \). Assume \( t_0 < t^* \) and define \( t_1 = \max\{t < t^* \mid u(t) = \alpha(t)\} \). We prove then that \( u(t_1) = \alpha(t_1) \), \( u'(t_1) = \alpha'(t_1) \) and fix \( \epsilon > 0 \) from the assumptions. Next, for \( t \geq t_1 \) near enough \( t_1 \),

\[ u(t) \in [\alpha(t), \alpha(t) + \epsilon \sin(\pi \frac{t-a}{b-a})] \quad \text{and} \quad u'(t) \in [\alpha'(t) - \epsilon, \alpha'(t) + \epsilon]. \]

Hence, we compute

\[ u'(t) - \alpha'(t) = \int_{t_1}^t [f(s, u(s), u'(s)) - \alpha''(s)] ds \leq 0 \]
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for \( t \geq t_1 \), near enough \( t_1 \) which contradicts the definition of \( t_1 \). A similar argument holds if \( t_0 > t^* \).

Strict \( W^{2,1} \)-upper solutions can be obtained from a similar proposition.

**Proposition 2.4** Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function. Assume that \( \beta \in C([a, b]) \) is not a solution of (2.1) and that

(a) for all \( t_0 \in [a, b] \), either \( D^- \beta(t_0) > D_+ \beta(t_0) \)

or there exist an open interval \( I_0 \subset [a, b] \) and \( \epsilon > 0 \) such that \( t_0 \in I_0 \), \( \beta \in W^{2,1}(I_0) \) and for a.e. \( t \in I_0 \), all \( u \in [\beta(t) - \epsilon \sin(\pi \frac{t-a}{b-a}), \beta(t)] \) and all \( v \in [\beta'(t) - \epsilon, \beta'(t) + \epsilon] \),

\[ \beta''(t) \leq f(t, u, v); \]

(b) either \( \beta(a) > 0 \)

or \( \beta(a) = 0 \) and there exist \( \epsilon > 0 \) such that \( \beta \in W^{2,1}(a, a + \epsilon) \) and for a.e. \( t \in [a, a + \epsilon] \), all \( u \in [\beta(t) - \epsilon \sin(\pi \frac{t-a}{b-a}), \beta(t)] \) and all \( v \in [\beta'(t) - \epsilon, \beta'(t) + \epsilon] \),

\[ \beta''(t) \leq f(t, u, v); \]

(c) either \( \beta(b) > 0 \)

or \( \beta(b) = 0 \) and there exist \( \epsilon > 0 \) such that \( \beta \in W^{2,1}(b - \epsilon, b) \) and for a.e. \( t \in [b - \epsilon, b] \), all \( u \in [\beta(t) - \epsilon \sin(\pi \frac{t-a}{b-a}), \beta(t)] \) and all \( v \in [\beta'(t) - \epsilon, \beta'(t) + \epsilon] \),

\[ \beta''(t) \leq f(t, u, v). \]

Then \( \beta \) is a strict \( W^{2,1} \)-upper solution of (2.1).

In these propositions the curves \( u = \alpha(t) \) and \( u = \beta(t) \) can have angles, provided their opening is from above for \( \alpha \) and from below for \( \beta \). Also, \( \alpha \) and \( \beta \) can be zero at the end points \( a \) and \( b \). In this case, the second alternative imposes some second order condition near these end points but restricted to some angular region above the curve \( u = \alpha(t) \) and below the curve \( u = \beta(t) \). Notice at last that the first alternative in (b) and (c), i.e. the strict inequalities on \( \alpha \) and \( \beta \) at the end points, can be interpreted as a zero order condition and the first alternative in (a), the angular condition, as a first order one in order to prevent solutions to be tangent to \( \alpha \) or \( \beta \).

Observe also that, in the continuous case, if \( \alpha \) satisfies the conditions of Proposition 2.1, it satisfies the conditions of Proposition 2.3. The converse, however, does not hold since Proposition 2.3 does not require strict inequalities.

As in the periodic case, we can give conditions on \( f \) to ensure that lower or upper solutions that satisfies conditions like
Chapter 3. Relation with Degree Theory

\[ \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)) + A \]

or

\[ \beta''(t) \leq f(t, \beta(t), \beta'(t)) - A, \]

with \( A > 0 \), are strict lower or upper solution.

**Proposition 2.5** Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function that satisfies the assumption \((B)\) for all \( t_0 \in [a, b] \), \((u_0, v_0) \in \mathbb{R}^2 \) and \( \epsilon > 0 \), there exists \( \delta > 0 \) such that

\[
|t - t_0| < \delta, \quad |u_1 - u_0| < \delta, \quad v_2 \in [u_1, u_1 + \delta \sin(\pi \frac{t - t_0}{b - a})], \\
|v_1 - v_0| < \delta, \quad |v_2 - v_0| < \delta \Rightarrow f(t, u_2, v_2) - f(t, u_1, v_1) < \epsilon.
\]

Let \( A > 0 \) and \( \alpha \in W^{2,1}(a, b) \) be such that

\[ \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)) + A, \]

\[ \alpha(a) \leq 0, \quad \alpha(b) \leq 0. \]

Then \( \alpha \) is a strict lower solution of \((2.1)\).

**Proof**: The proof follows as for Proposition 1.5.

Notice that Condition \((B)\) holds if \( f(t, u, v) = g(u, v) + h(t) \) with \( g \) continuous and \( h \in L^1(a, b) \) or if \( f(t, u, v) = g(u, v)h(t) \) with \( g \) continuous and \( h \in L^\infty(a, b) \).

**Proposition 2.6** Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function that satisfies Condition \((B)\) of Proposition 2.5. Let \( B > 0 \) and \( \beta \in W^{2,1}(a, b) \) be such that

\[ \beta''(t) \leq f(t, \beta(t), \beta'(t)) - B, \]

\[ \beta(a) \geq 0, \quad \beta(b) \geq 0. \]

Then \( \beta \) is a strict upper solutions of \((2.1)\).

Notice that it is easy to generalize these results using lower and upper solutions with corners.

As for the periodic problem, we can study cases where \( f \) satisfies a Lipschitz condition in \( v \) and a one-sided Lipschitz condition in \( u \).

**Proposition 2.7** Let \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function such that, for some \( k, l \in L^1(a, b; \mathbb{R}^+) \),
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(a) for a.e. \( t \in [a, b] \), all \( u_1, u_2 \in \mathbb{R} \) with \( u_1 \leq u_2 \) and \( v \in \mathbb{R} \),
\[
f(t, u_2, v) - f(t, u_1, v) \leq k(t)(u_2 - u_1);
\]

(b) for a.e. \( t \in [a, b] \) and all \( u, v_1, v_2 \in \mathbb{R} \),
\[
|f(t, u, v_2) - f(t, u, v_1)| \leq l(t)|v_2 - v_1|.
\]

Let \( \alpha \) (resp. \( \beta \)) be a lower (resp. upper) solution of (2.1) which is not a solution and assume

(c) either \( \alpha(a) < 0 \) (resp. \( \beta(a) > 0 \))
or \( \alpha(a) = 0 \) (resp. \( \beta(a) = 0 \)) and there exists an interval \( I_0 = [a, c] \subset [a, b] \) such that \( \alpha \in W^{2,1}(I_0) \) (resp. \( \beta \in W^{2,1}(I_0) \)) and, for a.e. \( t \in I_0 \),
\[
\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)) \quad (\text{resp. } \beta''(t) \leq f(t, \beta(t), \beta'(t)));
\]

(d) either \( \alpha(b) < 0 \) (resp. \( \beta(b) > 0 \))
or \( \alpha(b) = 0 \) (resp. \( \beta(b) = 0 \)) and there exists an interval \( I_0 = [c, b] \subset [a, b] \) such that \( \alpha \in W^{2,1}(I_0) \) (resp. \( \beta \in W^{2,1}(I_0) \)) and, for a.e. \( t \in I_0 \),
\[
\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)) \quad (\text{resp. } \beta''(t) \leq f(t, \beta(t), \beta'(t)));
\]

Then \( \alpha \) (resp. \( \beta \)) is a strict lower solution (resp. a strict upper solution) of (2.1).

Proof: Let \( u \) be a solution of (2.1) such that \( u \geq \alpha \). We argue as in Proposition 2.1 to exhibit a point \( t_0 \in [a, b] \) such that \( u(t_0) = \alpha(t_0) \) and \( u'(t_0) = \alpha'(t_0) \). Next, we conclude as in Proposition 1.7. □

Remark 2.1 As for periodic problem, we can see from the problem (1.7) that this proposition does not hold without the Lipschitz conditions on \( f \).

We can however assume (a) and (b) to hold only in a neighbourhood of \( \{(t, \alpha(t), \alpha'(t)) \mid t \in [a, b] \text{ such that } \alpha'(t) \text{ exists} \} \) (resp. \( \{(t, \beta(t), \beta'(t)) \mid t \in [a, b] \text{ such that } \beta'(t) \text{ exists} \} \)).

Exercise 2.1 Assume \( f \) satisfies the assumptions of Proposition 2.7 and \( \alpha, \beta \geq \alpha \) are \( W^{2,1} \)-lower and upper solutions of (2.1). Assume further \( \alpha \) or \( \beta \) is not a solution and satisfies conditions (c) and (d) of Proposition 2.7. Prove then that \( \alpha \prec \beta \).
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2.2 Existence and multiplicity results

The main result of this section relates strict lower and upper solutions with degree theory.

Theorem 2.8 Let $\alpha$ and $\beta \in C([a,b])$ be strict lower and upper solutions of the problem (2.1) such that $\alpha \prec \beta$. Define $A \subset [a,b]$ (resp. $B \subset [a,b]$) to be the set of points where $\alpha$ (resp. $\beta$) is derivable. Let $E$ be defined by (1.8),

$$r = \max\{\frac{\beta(a) - \alpha(b)}{b-a}, \frac{\beta(b) - \alpha(a)}{b-a}\}$$

and let $p$, $q \in [1,\infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$.

Assume $f : E \to \mathbb{R}$ satisfies an $L^p$-Carathéodory condition and there exists $N \in L^1(a,b)$, $N > 0$ such that for a.e. $t \in A$ (resp. for a.e. $t \in B$)

$$f(t,\alpha(t),\alpha'(t)) \geq -N(t) \quad (\text{resp. } f(t,\beta(t),\beta'(t)) \leq N(t)).$$

Assume moreover there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}^+)$, $\psi \in L^p(a,b)$ and $R > r$ such that

$$\int_{R}^{1} s^{1/q} \varphi(s) ds > \|\psi\|_{L^p}(\max_{t} \beta(t) - \min_{t} \alpha(t))^{1/q}$$

and that the function $f$ satisfies for a.e. $t \in [a,b]$ and all $(u,v)$ with $(t,u,v) \in E$,

$$|f(t,u,v)| \leq \psi(t)\varphi(|v|).$$

Then

$$\deg(I - T, \Omega) = 1,$$

where $T : C^1_0([a,b]) \to C^1_0([a,b])$ is defined by

$$(Tu)(t) := \int_{a}^{b} G(t,s)f(s,u(u),u'(s)) ds,$$

with $G(t,s)$ the Green’s function corresponding to (2.3) and

$$\Omega = \{u \in C^1_0([a,b]) \mid \alpha \prec u \prec \beta, \|u'\|_{\infty} < R\}.$$ 

In particular, the problem (2.1) has at least one solution $u \in W^{2,p}(a,b)$ such that

$$\alpha \prec u \prec \beta.$$
2. The Dirichlet Problem

Proof : Increasing \( N \) if necessary, we can assume \( N(t) \geq |f(t, u, v)| \) if \( t \in [a, b] \), \( \alpha(t) \leq u \leq \beta(t) \) and \( |v| \leq R \). Define then

\[
\bar{f}(t, u, v) = \max \{ \min \{ f(t, \gamma(t, u), v), N(t) \}, -N(t) \}, \\
\omega_1(t, \delta) = \chi_A(t) \max_{|v| \leq \delta} |\bar{f}(t, \alpha(t) + v) - \bar{f}(t, \alpha(t), \alpha'(t))|, \\
\omega_2(t, \delta) = \chi_B(t) \max_{|v| \leq \delta} |\bar{f}(t, \beta(t) + v) - \bar{f}(t, \beta(t), \beta'(t))|,
\]

where \( \gamma \) is defined from (I-1.3), \( \chi_A \) and \( \chi_B \) are the characteristic functions of the sets \( A \) and \( B \).

We consider now the modified problem

\[
u'' = \bar{f}(t, u, u') - \omega(t, u), \\
u(a) = 0, \quad u(b) = 0,
\]

where \( \omega(t, u) = -\omega_2(t, u - \beta(t)), \) if \( u > \beta(t) \),
\( = 0, \) if \( \alpha(t) \leq u \leq \beta(t) \),
\( = \omega_1(t, \alpha(t) - u), \) if \( u < \alpha(t) \).

This problem is equivalent to the fixed point problem

\[u = \bar{T}u,\]

where \( \bar{T} : C_0^1([a, b]) \to C_0^1([a, b]) \) is defined by

\[(\bar{T}u)(t) = \int_a^b G(t, s)[\bar{f}(s, u(s), u'(s)) - \omega(s, u(s))]|ds.\]

Observe that \( \bar{T} \) is completely continuous and we can find \( \bar{R} \) large enough so that \( \Omega \subset B(0, \bar{R}) \) and \( \bar{T}(C_0^1([a, b])) \subset B(0, \bar{R}). \) Hence we have, by the properties of the degree,

\[\deg(I - \bar{T}, B(0, \bar{R})) = 1.\]

We know that every fixed point of \( \bar{T} \) is a solution of (2.6) and arguing as in Step 3 and 4 of the proof of Theorem II-2.1 we prove \( \alpha \leq u \leq \beta \) and \( \|u'\|_\infty < R. \) As \( \alpha \) and \( \beta \) are strict, \( \alpha \prec u \prec \beta. \) Hence, every fixed point of \( \bar{T} \) is in \( \Omega \) and by the excision property we obtain

\[\deg(I - T, \Omega) = \deg(I - \bar{T}, \Omega) = \deg(I - \bar{T}, B(0, \bar{R})) = 1.\]

Existence of a solution \( u \) such that

\[\alpha \prec u \prec \beta\]

follows now from the properties of the degree.
Exercise 2.2 Consider Theorem 2.8 with a one-sided Nagumo condition.

Exercise 2.3 Extend Theorem 2.8 to the separated boundary value problem

\[
\begin{align*}
    u'' &= f(t, u, u'), \\
    a_1 u(a) - a_2 u'(a) &= A_0, \\
    b_1 u(b) + b_2 u'(b) &= B_0,
\end{align*}
\]

in case \( A_0, B_0 \in \mathbb{R}, a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+, a_1^2 + a_2^2 > 0 \) and \( b_1^2 + b_2^2 > 0 \).

Hint: See [31].

In the case where \( f \) does not depend on the derivative \( u' \), this result reduces to the following theorem.

**Theorem 2.9** Let \( \alpha \) and \( \beta \in C([a, b]) \) be strict \( W_{2,1} \)-lower and upper solutions of the problem

\[
\begin{align*}
    u'' &= f(t, u), \\
    u(a) &= 0, u(b) = 0, \quad (2.7)
\end{align*}
\]

such that \( \alpha \prec \beta \). Define \( E := \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\} \) and assume \( f : E \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function.

Then, for \( R > 0 \) large enough,

\[ \deg(I - T, \Omega) = 1, \]

where \( \Omega \) is defined by (2.5), \( T : C^1_0([a, b]) \to C^1_0([a, b]) \) by

\[
(Tu)(t) := \int_a^b G(t, s) f(s, u(s)) \, ds
\]

and \( G(t, s) \) is the Green’s function corresponding to the problem (2.3).

In particular, the problem (2.7) has at least one solution \( u \in W_{2,1}(a, b) \) such that

\[ \alpha \prec u \prec \beta. \]

In this theorem, it is essential to define \( T \) on \( C^1_0([a, b]) \), since

\[ \Omega^* := \{u \in C_0([a, b]) \mid \alpha \prec u \prec \beta\} \]

is not open in the \( C \)-topology.
2. The Dirichlet Problem

As in Section II-4 we can also consider the case of an \( \mathcal{A} \)-Carathéodory function \( f \). As already observed, in that case, we look for solutions in \( W^{2,1}(a, b) \) and it is not meaningful to define the corresponding fixed point problem on \( C_0^1([a, b]) \). This forces to assume more on strict lower and upper solutions.

**Theorem 2.10** Let \( \alpha \) and \( \beta \in C([a, b]) \) be strict \( W^{2,1} \)-lower and upper solutions of the problem (2.7) such that
\[
\alpha(a) < 0 < \beta(a), \quad \alpha(b) < 0 < \beta(b) \quad \text{and} \quad \forall t \in ]a, b[, \quad \alpha(t) < \beta(t).
\]
Define \( E := \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u(t) \leq \beta(t)\} \) and assume \( f : E \to \mathbb{R} \) is an \( \mathcal{A} \)-Carathéodory function.

Then
\[
\text{deg}(I - T, \Omega) = 1,
\]
where
\[
\Omega = \{u \in C_0([a, b]) \mid \forall t \in [a, b], \ \alpha(t) < u(t) < \beta(t)\},
\]
\( T : C_0([a, b]) \to C_0([a, b]) \) is defined by
\[
(Tu)(t) := \int_a^b G(t, s)f(s, u(s))\, ds
\]
and \( G(t, s) \) is the Green’s function corresponding to the problem (2.3).

In particular, the problem (2.7) has at least one solution \( u \in W^{2,1}(a, b) \) such that, for all \( t \in [a, b] \),
\[
\alpha(t) < u(t) < \beta(t).
\]

**Exercise 2.4** Prove Theorem 2.10.

The simplest multiplicity result that we can deduce from Theorem 2.8 is obtained when we have two pairs of strict lower and upper solutions.

**Theorem 2.11** (The Three Solutions Theorem) Let \( \alpha_1, \beta_1 \) and \( \alpha_2, \beta_2 \in C([a, b]) \) be two pairs of \( W^{2,1} \)-lower and upper solutions of (2.1) such that on \([a, b] \)
\[
\alpha_1(t) \leq \beta_1(t), \quad \alpha_1(t) \leq \beta_2(t), \quad \alpha_2(t) \leq \beta_2(t)
\]
and there exists \( t_0 \in [a, b] \) with
\[
\alpha_2(t_0) > \beta_1(t_0).
\]
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Assume further $\beta_1$ and $\alpha_2$ are strict $W^{2,1}$-upper and lower solutions. Define $A_i \subset [a, b]$ (resp. $B_i \subset [a, b]$) to be the set of points where $\alpha_i$ (resp. $\beta_i$) is derivable.

Let $E$ be defined by (1.17), $p$, $q \in [1, \infty]$ be such that $\frac{1}{p} + \frac{1}{q} = 1$ and $r = \max \{\frac{\beta_2(a) - \alpha_2(b)}{b-a}, \frac{\beta_1(b) - \alpha_1(a)}{b-a}\}$. Suppose $f : E \to \mathbb{R}$ is an $L^p$-Carathéodory function and there exists $N \in L^1(a, b)$, $N > 0$ such that for $i = 1, 2$ and a.e. $t \in A_i$ (resp. a.e. $t \in B_i$)

$$f(t, \alpha_i(t), \alpha_i'(t)) \geq -N(t) \quad (\text{resp. } f(t, \beta_i(t), \beta_i'(t)) \leq N(t)).$$

Assume moreover there exist $\varphi \in C(\mathbb{R}^+, \mathbb{R}^+_0)$, $\psi \in L^p(a, b)$ and $R > r$ such that

$$\int_r^R s^{1/q} \varphi(s) \, ds > \|\psi\|_{L^p}(\max_t \beta_2(t) - \min_t \alpha_1(t))^{1/q}$$

holds and for a.e. $t \in [a, b]$ and all $(u, v)$ with $(t, u, v) \in E$,

$$|f(t, u, v)| \leq \psi(t)\varphi(|v|).$$

Then the problem (2.1) has at least three solutions $u_1, u_2, u_3 \in W^{2,p}(a, b)$ such that

$$\alpha_1 \leq u_1 < \beta_1, \quad \alpha_2 < u_2 \leq \beta_2, \quad u_1 \leq u_3 \leq u_2$$

and there exist $t_1, t_2 \in [a, b]$ with

$$u_3(t_1) > \beta_1(t_1), \quad u_3(t_2) < \alpha_2(t_2).$$

Exercise 2.5 Prove the preceding result adapting the argument of Theorem 1.13.

As in the periodic case, another way to obtain multiplicity result is to exhibit domains $\Omega_1 \supset \Omega$ such that

$$\deg(I - T, \Omega_1) = 0 \quad \text{and} \quad \deg(I - T, \Omega) = 1.$$ 

Such a result can be obtained if we assume that we have an a priori bound on all the upper solutions which satisfies the boundary conditions. Here we assume $f$ does not depend on the derivative $u'$.

Theorem 2.12 Let $k > 0$ and $\alpha$, $\beta \in C([a, b])$ be respectively a $W^{2,1}$-lower solution and a strict $W^{2,1}$-upper solution of (2.7) with $\alpha \leq \beta \leq k$.

Let $E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u\}$ and $f : E \to \mathbb{R}$ be an $L^1$-Carathéodory function.
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Assume moreover that for all solutions $u \in W^{2,1}(a,b)$ of
\begin{equation}
\label{eq:2.7}
\begin{aligned}
u'' &\leq f(t,u), \\
u(a) &= 0, \quad u(b) = 0,
\end{aligned}
\end{equation}
with $u \geq \alpha$ we have $u < k$ on $[a,b]$.
Then the problem \eqref{eq:2.7} has at least two solutions $u_1$ and $u_2 \in W^{2,1}(a,b)$ such that
$$
\alpha \leq u_1 < \beta, \quad u_1 \leq u_2
$$
and there exists $t_0 \in [a,b]$ with
$$
u_2(t_0) > \beta(t_0).
$$

\textbf{Proof}: Consider the modified problem
\begin{equation}
\label{eq:2.8}
\begin{aligned}
u'' &= f(t,\gamma_1(t,u)) - s, \\
u(a) &= 0, \quad u(b) = 0,
\end{aligned}
\end{equation}
where $\gamma_1(t,u) = \max\{\alpha(t), u\}$. Solutions of \eqref{eq:2.8} solve the fixed point problem
$$
u(t) = (Tu)(t) - s \frac{(t-a)(b-t)}{2},
$$
where
$$
(Tu)(t) = \int_a^b G(t,s)f(t,\gamma_1(t,u)) \, ds
$$
and $G(t,s)$ is the Green's function corresponding to (II-4.2).

As in the proof of Theorem 1.14, we prove that solutions of \eqref{eq:2.8} with $s \geq 0$ are such that $\alpha \leq u < k$. Hence $\|Tu - u\|_\infty = s \frac{(b-a)^2}{8}$ is a priori bounded, which implies that for $s = s_0$ large enough, \eqref{eq:2.8} has no solution. Now we deduce from the equation that there exists some $R > 0$ so that solutions $u$ of \eqref{eq:2.8} with $0 \leq s \leq s_0$ satisfy $\|u''\|_\infty \leq R$. The rest of the proof follows as in Theorem 1.14.

Again we can consider the case where $f$ satisfies an $\mathcal{A}$-Carathéodory condition.

\textbf{Theorem 2.13} Let $k > 0$ and $\alpha, \beta \in \mathcal{C}([a,b])$ be respectively a $W^{2,1}$ lower solution and a strict $W^{2,1}$ upper solution of \eqref{eq:2.7} with $\alpha \leq \beta \leq k$, $\beta(a) > 0$ and $\beta(b) > 0$.

Let $E = \{(t,u) \in [a,b] \times \mathbb{R} | \alpha(t) \leq u\}$ and $f : E \to \mathbb{R}$ be an $\mathcal{A}$-Carathéodory function.
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Assume moreover that for all solutions \( u \in W^{2,1}(a,b) \) of
\[
\begin{align*}
u'' &\leq f(t,u), \\
u(a) &= 0, \quad u(b) = 0,
\end{align*}
\]
with \( u \geq \alpha \) we have \( u < k \) on \([a,b]\).

Then the problem (2.7) has at least two solutions \( u_1, u_2 \in W^{2,1}(a,b) \) such that for all \( t \in [a,b] \)
\[
\alpha(t) \leq u_1(t) < \beta(t), \quad u_1(t) \leq u_2(t)
\]
and there exists \( t_0 \in [a,b] \) with
\[
u_2(t_0) > \beta(t_0).
\]

Exercise 2.6 Prove the above theorem.

3 Non well-ordered lower and upper solutions

3.1 Introduction

We noticed already in Chapter I that the method of lower and upper solutions depends strongly on the ordering \( \alpha \leq \beta \). Consider for example the periodic problem
\[
\begin{align*}u'' + u &= \sin t, \\
u(0) &= u(2\pi), \quad u'(0) = u'(2\pi).
\end{align*}
\]
Clearly this problem has no solution although \( \alpha(t) = 1 \) is a lower solution and \( \beta(t) = -1 \leq \alpha(t) \) is an upper solution. On the other hand, lower and upper solutions \( \alpha, \beta \) satisfying the reversed ordering condition \( \beta \leq \alpha \) arise naturally in situations where the corresponding problem has a solution. As a very simple example, we can consider the linear problem
\[
\begin{align*}u'' + \frac{2}{3}u &= \sin t, \\
u(0) &= u(2\pi), \quad u'(0) = u'(2\pi).
\end{align*}
\]
The functions \( \alpha = \frac{3}{2} \) and \( \beta = -\frac{3}{2} \) are lower and upper solutions such that \( \alpha \geq \beta \). Notice, however, that the unique solution \( u(t) = -3\sin t \) does not lie between the lower and the upper solution.

More generally, we can consider the problem
\[
\begin{align*}u'' + \lambda u &= \sin t, \\
u(0) &= u(2\pi), \quad u'(0) = u'(2\pi),
\end{align*}
\]
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where $\lambda$ lies between the two first eigenvalues of the corresponding periodic problem, i.e. $0 < \lambda < 1$. It is easy to see that, in such a case, there exist constant lower and upper solutions of (3.2) which are in the reversed order. Further, the solution $u$ of (3.2) lies between all constant upper and lower solution, $\beta \leq u \leq \alpha$, if and only if $0 < \lambda \leq 1$. We shall see in Section 3.5 that if we reinforce this condition, i.e. $\lambda \leq \frac{1}{4}$, such a result holds true for any problem

$$u'' + \lambda u = f(t),$$
$$u(0) = u(2\pi), \ u'(0) = u'(2\pi),$$

where $f$ is continuous. More precisely, the solution lies between every pair of lower and upper solutions with $\alpha \geq \beta$. This limitation is optimal since we can find, for $\lambda > \frac{1}{4}$, forcings $f$ and lower and upper solutions $\alpha \geq \beta$ such that the corresponding solution does not lie between $\beta$ and $\alpha$.

The use of the method of lower and upper solutions is strongly related to the interaction of the nonlinearity with the eigenvalues of the corresponding linear problem. Consider the Dirichlet problem

$$u'' + f(t, u) = 0,$$
$$u(a) = 0, \ u(b) = 0,$$  \hspace{1cm} (3.3)

together with lower and upper solutions $\alpha$ and $\beta$ such that

$$\alpha''(t) + f(t, \alpha(t)) \geq 0, \ \alpha(a) \leq 0, \ \alpha(b) \leq 0,$$
$$\beta''(t) + f(t, \beta(t)) \leq 0, \ \beta(a) \geq 0, \ \beta(b) \geq 0.$$  \hspace{1cm} (3.4)

Let us assume $\alpha \leq \beta$ and

$$\frac{f(t, u) - f(t, v)}{u - v} \geq \lambda.$$  \hspace{1cm} (3.5)

It follows that

$$-(\beta''(t) - \alpha''(t)) \geq f(t, \beta(t)) - f(t, \alpha(t)) \geq \lambda(\beta(t) - \alpha(t))$$

and integrating twice by part, we obtain

$$\lambda \int_a^b (\beta(t) - \alpha(t)) \sin \left(\frac{\pi}{b-a} t\right) dt \leq \left(\frac{\pi}{b-a}\right)^2 \int_a^b (\beta(t) - \alpha(t)) \sin \left(\frac{\pi}{b-a} t\right) dt.$$  \hspace{1cm} (3.6)

If further $\lambda > \lambda_1$, where $\lambda_1 = (\frac{\pi}{b-a})^2$ is the first eigenvalue of the Dirichlet problem, this inequality implies $\alpha = \beta$ which is then a solution of (3.3). This mean that it is not possible to work the method of lower and upper solutions, with $\alpha \leq \beta$, if the nonlinearity satisfies (3.4) with $\lambda > \lambda_1$, i.e. if it is “above the first eigenvalue”. This is a fundamental limitation of the method.
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A dual conclusion holds if we assume $\alpha$ and $\beta$ satisfy the reversed order $\alpha \geq \beta$ and

$$f(t, u) - f(t, v) \leq \frac{\lambda}{u - v}. \quad (3.5)$$

In this case, we deduce $\alpha(a) = \beta(a) = 0$, $\alpha(b) = \beta(b) = 0$,

$$-(\alpha''(t) - \beta''(t)) \leq f(t, \alpha(t)) - f(t, \beta(t)) \leq \lambda(\alpha(t) - \beta(t))$$

and

$$\int_a^b (\alpha' - \beta')^2 ds - \lambda \int_a^b (\alpha - \beta)^2 ds$$

$$= - \int_a^b (\alpha - \beta)''(\alpha - \beta) ds - \lambda \int_a^b (\alpha - \beta)^2 ds \leq 0.$$  

If $\lambda < \lambda_1$, the above inequality implies $\alpha = \beta$ and this function is a solution of (3.3). It follows now that it is not possible to work a method of lower and upper solutions, with $\beta \leq \alpha$, if the nonlinearity satisfies (3.5) with $\lambda < \lambda_1$, i.e. if it is “under the first eigenvalue”.

It is easy to see that the same conclusions hold for other boundary value problems such as the periodic one

$$u'' + f(t, u) = 0, \quad u(0) = u(2\pi), \quad u'(0) = u'(2\pi).$$

Here the first eigenvalue is $\lambda_1 = 0$ and the method does not work with $\alpha \leq \beta$, if the nonlinearity satisfies (3.4) with $\lambda > 0$ or with $\beta \leq \alpha$, if the nonlinearity satisfies (3.5) with $\lambda < 0$. For the periodic problem we can complete this remark. If we assume the lower and upper solutions, $\alpha$ and $\beta$, to be not “well-ordered”, i.e. $\alpha(t_0) > \beta(t_0)$ for some $t_0 \in [0, 2\pi]$, and

$$\frac{f(t, u) - f(t, v)}{u - v} \leq \frac{1}{4},$$

we can prove $\alpha \geq \beta$. Assume by contradiction $\alpha(t_1) < \beta(t_1)$ for some $t_1$. Extending $u := \alpha - \beta$ by periodicity, we define then

$$s_1 := \inf\{t \leq t_0 \mid u > 0 \text{ on } [t, t_0]\}$$

and

$$s_2 := \sup\{t \geq t_0 \mid u > 0 \text{ on } [t_0, t]\} < s_1 + 2\pi.$$  

The function $u$ satisfies the Dirichlet problem

$$u'' + q(t) u = \sigma(t), \quad u(s_1) = 0, \quad u(s_2) = 0,$$

where $q(t) \leq \frac{1}{4}$ and $\sigma \geq 0$. It is easy to see that the first eigenvalue $\tilde{\lambda}$ of the problem

$$u'' + q(t) u + \lambda u = 0, \quad u(s_1) = 0, \quad u(s_2) = 0,$$
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3. Non well-ordered lower and upper solutions

is positive. It follows then from the maximum principle (Theorem A-5.2) that \( u < 0 \) on \([s_1, s_2]\) which is a contradiction.

The existence of lower and upper solutions \( \alpha, \beta \) such that \( \alpha \geq \beta \) is not sufficient to guarantee the solvability of this problem. This is clear from the problem (3.1). The difficulty there comes from the interference of the nonlinearity with the second eigenvalue of the problem \( \lambda_2 = 1 \). In the theorems we present in this section, we will put assumptions so that the nonlinearity remains “below this second eigenvalue”.

3.2 A periodic nonresonance problem

Consider the problem

\[
\begin{align*}
  u'' + \lambda u &= f(t, u, u') , \\
  B(u(a), u(b), u'(a), u'(b)) &= 0,
\end{align*}
\]

where \( f \) is bounded and \( B \) represents the boundary conditions. This problem can be thought of as a perturbation of the linear eigenvalue problem

\[
\begin{align*}
  u'' + \lambda u &= 0 , \\
  B(u(a), u(b), u'(a), u'(b)) &= 0.
\end{align*}
\]

In this section, we shall apply the method of lower and upper solutions to such problems when \( \lambda \) is the first eigenvalue.

Our first result concerns the periodic problem

\[
\begin{align*}
  u'' &= f(t, u, u') , \\
  u(a) &= u(b) , \quad u'(a) = u'(b) 
\end{align*}
\]  

(3.6)

with one-sided boundedness of the nonlinearity. Here the first eigenvalue is \( \lambda_1 = 0 \).

**Theorem 3.1** Let \( \alpha \) and \( \beta \in C([a, b]) \) be \( W^{2,1} \)-lower and upper solutions of (3.6) such that \( \alpha \not\leq \beta \). Define \( A \subset [a, b] \) (resp. \( B \subset [a, b] \)) to be the set of points where \( \alpha \) (resp. \( \beta \)) is derivable.

Assume \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function and there exists \( N \in L^1(a, b), \ N > 0 \) such that for a.e. \( t \in A \) (resp. a.e. \( t \in B \))

\[
  f(t, \alpha(t), \alpha'(t)) \geq -N(t) \quad (\text{resp.} \quad f(t, \beta(t), \beta'(t)) \leq N(t)).
\]

Assume further that for some \( h \in L^1(a, b) \) either

\[
  f(t, u, v) \leq h(t) \quad \text{on} \; [a, b] \times \mathbb{R}^2 ,
\]
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or

\[ f(t, u, v) \geq h(t) \quad \text{on} \quad [a, b] \times \mathbb{R}^2. \]

Then there exists a solution \( u \) of (3.6) in

\[ S := \{ u \in C^1([a, b]) \mid \exists t_1, t_2 \in [a, b], \ u(t_1) \geq \beta(t_1), \ u(t_2) \leq \alpha(t_2) \}. \]  \( (3.7) \)

Proof: For each \( r \geq 2(b - a)^2 \), we define

\[ f_r(t, u, v) = \begin{cases} f(t, u, v), & \text{if} \ |u| < r, \\ (1 + r - |u|)f(t, u, v) + (|u| - r)^2, & \text{if} \ r \leq |u| < r + 1, \\ \frac{u}{r}, & \text{if} \ r + 1 \leq |u|. \end{cases} \]

and consider the problem

\[ u'' = f_r(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b). \]  \( (3.8) \)

Claim – There exists \( k > 0 \) such that for any \( r \geq 2(b - a)^2 \), solutions \( u \) of (3.8), which are in \( S \), are such that \( \|u\|_\infty \leq k \).

Extending \( u \) by periodicity, we can write for \( t \in [t_0, t_0 + b - a] \)

\[ u''(t) = -\int_{t_1}^{t_1 + b - a} f_r(s, u(s), u'(s)) ds \geq -\|h\|_{L_1} - \frac{\|u\|_\infty}{2(b - a)}. \]

It follows that for \( t \in [t_1, t_1 + b - a] \)

\[ u(t) = u(t_1) + \int_{t_1}^{t} u'(s) ds \geq -\|\beta\|_{\infty} - \|h\|_{L_1}(b - a) - \frac{\|u\|_\infty}{2} \]

and for \( t \in [t_2 - b + a, t_2] \)

\[ u(t) = u(t_2) - \int_{t_1}^{t_2} u'(s) ds \leq \|\alpha\|_{\infty} + \|h\|_{L_1}(b - a) + \frac{\|u\|_\infty}{2}. \]

Hence, we have

\[ \|u\|_{\infty} \leq 2(\|\alpha\|_{\infty} + \|\beta\|_{\infty} + \|h\|_{L_1}(b - a)) =: k. \]

A similar argument holds if \( f(t, u, v) \geq h(t) \).
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Conclusion – Consider the problem (3.8), with \( r > \max\{k, 2(b-a)^2\} \). It is easy to see that \( \alpha_1 = -r - 2 \) and \( \beta_2 = r + 2 \) are lower and upper solutions.

Assume \( \beta \) is not a strict upper solution. There exists then a solution \( u \) of (3.8) such that \( u \leq \beta \) and for some \( t_1 \in [a,b] \), \( u(t_1) = \beta(t_1) \). As further \( \alpha \not\leq \beta \), there exists \( t_2 \in [a,b] \) such that \( \alpha(t_2) > \beta(t_2) \). It follows that \( \alpha(t_2) > u(t_2) \), \( u \in S \), and we deduce from the claim that \( \|u\|_\infty \leq k \). Hence, \( u \) is a solution of (3.6) in \( S \).

We come to the same conclusion if \( \alpha \) is not a strict lower solution.

Suppose now that \( \beta_1 = \beta \) and \( \alpha_2 = \alpha \) are strict upper and lower solutions. We deduce then from Theorem 1.13 the existence of three solutions of (3.8) one of them, \( u \), being such that for some \( t_1, t_2 \in [a,b] \), \( u(t_1) > \beta(t_1) \) and \( u(t_2) < \alpha(t_2) \). Hence, \( u \in S \) and from the claim \( \|u\|_\infty < k \). This implies that \( u \) solves (3.6) and proves the theorem.

Example 3.1 The problem
\[ u'' = f(u), \quad u(-1) = u(1), \quad u'(-1) = u'(1), \]
where
\[
f(u) = \begin{cases} 
12|u|^{1/2}, & \text{if } u \leq 4, \\
28 - u, & \text{if } 4 < u \leq 28, \\
0, & \text{if } 28 < u,
\end{cases}
\]
is such that \( \beta(t) = t^4 \) and \( \alpha(t) = 28 \geq \beta(t) \) are respectively upper and lower solutions. The solutions in the corresponding set \( S \) are the constant functions 0 and 28. These are not in the interior of \( S \).

A possible generalization concerns the use of several lower and upper solutions.

Exercise 3.1 Let \( \alpha_i \in C([a,b]) \) (\( i = 1, \ldots, n \)) and \( \beta_j \in C([a,b]) \) (\( j = 1, \ldots, m \)) be respectively \( W^{2,1} \)-lower and upper solutions of (3.6) such that
\[
\alpha := \max_{1 \leq i \leq n} \alpha_i \not\leq \beta := \min_{1 \leq j \leq m} \beta_j.
\]
Assume \( f : [a,b] \times \mathbb{R}^2 \to \mathbb{R} \) is a Carathéodory function such that for some \( h \in L^1(a,b) \) either
\[
f(t,u,v) \leq h(t) \text{ on } [a,b] \times \mathbb{R}^2,
\]
or
\[
f(t,u,v) \geq h(t) \text{ on } [a,b] \times \mathbb{R}^2.
\]
Prove there exists a solution \( u \in S \) of (3.6), where \( S \) is defined in (3.7).
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In a similar way, we can consider the Liénard equation
\[ u'' + g(u)u' + f(t, u) = 0, \]
\[ u(a) = u(b), \quad u'(a) = u'(b). \tag{3.9} \]

**Theorem 3.2** Let \( \alpha \) and \( \beta \in C([a, b]) \) be \( W^{2,1} \)-lower and upper solutions of (3.9) such that \( \alpha \leq \beta \). Assume \( g \in C(\mathbb{R}) \) and \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function such that for some \( h \in L^1(a, b) \) either
\[ f(t, u) \leq h(t) \quad \text{on } [a, b] \times \mathbb{R}, \]
or
\[ f(t, u) \geq h(t) \quad \text{on } [a, b] \times \mathbb{R}. \]

Then there exists a solution \( u \in S \) of (3.9), where \( S \) is defined in (3.7).

**Proof:** For each \( r \geq 8(b-a)^2 \), we define
\[ f_r(t, u) = \begin{cases} f(t, u), & \text{if } |u| < r, \\ (1 + r - |u|)f(t, u) - (|u| - r)\frac{u}{r}, & \text{if } r \leq |u| < r + 1, \\ -\frac{u}{r}, & \text{if } r + 1 \leq |u|, \end{cases} \]
and consider the problem
\[ u'' + g(u)u' + f_r(t, u) = 0, \]
\[ u(a) = u(b), \quad u'(a) = u'(b). \tag{3.10} \]

Claim - There exists \( k > 0 \) such that for any \( r \geq 8(b-a)^2 \), solutions \( u \) of (3.10), which are in \( S \), are such that \( \|u\|_{\infty} \leq k \). Consider the case \( f(t, u) \geq h(t) \) on \([a, b] \times \mathbb{R} \). Let \( u \in S \) be a solution of (3.10). Integrating (3.10), or multiplying this equation by \( u \) and integrating, we obtain respectively
\[ \int_a^b f_r(t, u(t)) \, dt = 0 \quad \text{and} \quad \int_a^b u'^2(t) \, dt = \int_a^b f_r(t, u(t))u(t) \, dt. \]

It follows that
\[ \|u'\|_{L^2}^2 = \int_a^b f_r(t, u(t))(u(t) - \|u\|_{\infty}) \, dt \leq 2(\|h\|_{L^1} + \frac{\|u\|_{\infty}}{r}(b-a))\|u\|_{\infty}, \]
i.e.
\[ \|u'\|_{L^2} \leq (2\|h\|_{L^1}\|u\|_{\infty})^{1/2} + \frac{\|u\|_{\infty}}{2(b-a)^{1/2}}. \]

Define now \( t_1 \) and \( t_2 \in [a, b] \) to be such that
\[ u(t_1) \geq \beta(t_1) \geq -\|\beta\|_{\infty} \quad \text{and} \quad u(t_2) \leq \alpha(t_2) \leq \|\alpha\|_{\infty}. \]
Extending $u$ by periodicity, we can write for $t \in [t_1, t_1 + b - a]$
\[ u(t) = u(t_1) + \int_{t_1}^{t} u'(s) \, ds \geq -\|\beta\|_{\infty} - \|u'\|_{L^2(b-a)^{1/2}} \]
\[ \geq -\|\beta\|_{\infty} - (2(b-a))\|h\|_{L^1}\|u\|_{\infty}^{1/2} - \frac{\|u\|_{\infty}}{2} \]
and for $t \in [t_2 - b + a, t_2]$
\[ u(t) = u(t_2) - \int_{t}^{t_2} u'(s) \, ds \leq \|\alpha\|_{\infty} + (2(b-a))\|h\|_{L^1}\|u\|_{\infty}^{1/2} + \frac{\|u\|_{\infty}}{2} \].

Hence, we obtain for some $k > 0$
\[ \|u\|_{\infty} \leq k. \]

A similar argument holds if $f(t, u) \leq h(t)$.

\textit{Conclusion} – The rest of the proof repeats the argument used in Theorem 3.1.

\subsection*{3.3 Interaction with the first Fučík curve}

The reason of imposing in Theorem 3.1 a boundedness assumption, such as $f(t, u, v) \leq h(t)$, is to make sure the nonlinearity does not interfere with the second eigenvalue of the corresponding linear problem. An alternative way to prevent such an interference is to assume some asymptotic control on the quotient $f(t, u, v)/u$ as $|u|$ goes to infinity. We can generalize further assuming different behaviours of this quotient as $u$ goes to plus or minus infinity. The following theorem concerns such a generalization. To simplify, we consider the problem

\begin{equation}
\begin{array}{c}
u'' + f(t, u) = 0, \\
u(a) = u(b), \quad u'(a) = u'(b).
\end{array}
\tag{3.11}
\end{equation}

\textbf{Theorem 3.3} Let $\alpha$ and $\beta \in C([a, b])$ be $W^{2,1}$-lower and upper solutions of (3.11) such that $\alpha \leq \beta$.

Let $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function such that for some functions $a_{\pm} \leq 0, b_{\pm} \geq 0$ in $L^1(a, b)$,

\begin{equation}
\begin{array}{c}
a_{\pm}(t) = \liminf_{u \to \pm\infty} \frac{f(t, u)}{u} \leq \limsup_{u \to \pm\infty} \frac{f(t, u)}{u} \leq b_{\pm}(t),
\end{array}
\tag{3.12}
\end{equation}

uniformly in $t \in [a, b]$.
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Assume further that for any \( p, q \in L^1(a, b) \), with \( a_+ \leq p \leq b_+ \) and \( a_- \leq q \leq b_- \), the nontrivial solutions of
\[
\begin{align*}
  u'' + p(t)u^+ - q(t)u^- &= 0, \\
  u(a) &= u(b), \\
  u'(a) &= u'(b),
\end{align*}
\]
(3.13)
where \( u^+(t) = \max\{u(t), 0\} \) and \( u^-(t) = \max\{-u(t), 0\} \), do not have zeros.

Then the problem (3.11) has at least one solution \( u \in S \), where \( S \) is defined in (3.7).

**Proof:** Step 1 – Claim: There exists \( \epsilon > 0 \) so that for any \( p, q \in L^1(a, b) \), with \( a_+ - \epsilon \leq p \leq b_+ + \epsilon \) and \( a_- - \epsilon \leq q \leq b_- + \epsilon \), the nontrivial solutions of (3.13) do not have zeros. If the claim were wrong, there would exist sequences \((p_n)_n, (q_n)_n \subset L^1(a, b), (t_n)_n \subset [a, b]\) and \((u_n)_n \subset W^{2,1}(a, b)\) so that \( a_+ - 1/n \leq p_n \leq b_+ + 1/n, a_- - 1/n \leq q_n \leq b_- + 1/n \) and \( u_n \) is a solution of (3.13) (with \( p = p_n \) and \( q = q_n \)) such that \( \|u_n\|_{C^1} = 1 \) and \( u_n(t_n) = 0 \). Going to subsequences we can assume, using the Dunford-Pettis Theorem (see [43]),
\[
p_n \to p, \ q_n \to q \text{ in } L^1(a, b), \ u_n \to u \text{ in } C^1([a, b]), \ t_n \to t_0.
\]
It follows that \( a_+ \leq p \leq b_+, a_- \leq q \leq b_- \), \( u \) is a solution of (3.13) and \( u(t_0) = 0 \). This contradicts the assumption.

Step 2 – The modified problem. Let us choose \( R > 0 \) large enough so that
\[
\begin{align*}
  a_+ - \epsilon &\leq g_+(t, u) = \frac{f(t, u)}{u} \leq b_+ + \epsilon, \quad \text{for } u \geq R, \\
  a_- - \epsilon &\leq g_-(t, u) = \frac{f(t, u)}{u} \leq b_- + \epsilon, \quad \text{for } u \leq -R
\end{align*}
\]
and extend these functions on \([a, b] \times \mathbb{R}\) so that these inequalities remain valid. As \( f \) is \( L^1\)-Carathéodory, there exists \( k \in L^1(a, b) \) such that
\[
f(t, u) = g_+(t, u)u^+ - g_-(t, u)u^- + h(t, u)
\]
and
\[
|h(t, u)| \leq k(t).
\]
Next, for each \( r \geq 1 \), we define
\[
\begin{align*}
  g_r^+(t, u) &= g_+(t, u), & |u| < r, \\
  &= (1 + r - |u|)g_+(t, u), & r \leq |u| < r + 1, \\
  &= 0, & r + 1 \leq |u|,
\end{align*}
\]
and
\[
\begin{align*}
  h_r(t, u) &= h(t, u), & |u| < r, \\
  &= (1 + r - |u|)h(t, u), & r \leq |u| < r + 1, \\
  &= 0, & r + 1 \leq |u|.
\end{align*}
\]
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and consider the modified problem

\[ u'' + g_r^+(t,u)u^+ - g_r^-(t,u)u^- + h_r(t,u) = 0, \]
\[ u(a) = u(b), \quad u'(a) = u'(b). \]  

(3.14)

**Step 3 - Claim:** There exists \( k > 0 \) such that, for any \( r > k \), solutions \( u \) of (3.14), which are in \( S \), are such that \( \|u\|_\infty < k \). Assume by contradiction, there exist sequences \((r_n)\) and \((u_n)\) \( \subset S \), where \( r_n \geq n \) and \( u_n \) is a solution of (3.14) with \( r = r_n \) such that \( \|u_n\|_\infty \geq n \). As \( u_n \in S \), there exist sequences \((t_{1n})\) and \((t_{2n})\) \( \subset [a,b] \) such that \( u_n(t_{1n}) \geq \beta(t_{1n}) \) and \( u_n(t_{2n}) \leq \alpha(t_{2n}) \).

Consider now the functions \( v_n = u_n/\|u_n\|_\infty \) which solve the problems

\[ v''_n + g_{r_n}^+(t,u_n)v^+_n - g_{r_n}^-(t,u_n)v^-_n + \frac{\kappa_{r_n}(t,u_n)}{\|u_n\|_\infty} = 0, \]
\[ v_n(a) = v_n(b), \quad v'_n(a) = v'_n(b). \]

Going to subsequence, we can assume as above

\[ g_{r_n}^+(\cdot, u_n) \to p, \quad g_{r_n}^-(\cdot, u_n) \to q \text{ in } L^1(a,b), \quad \frac{\kappa_{r_n}(t,u_n)}{\|u_n\|_\infty} \to 0 \text{ in } L^1(a,b), \]
\[ v_n \to v \text{ in } C^1([a,b]), \quad t_{1n} \to t_1, \quad t_{2n} \to t_2. \]

It follows that \( v \) satisfies (3.13) and by assumption has no zeros. Hence, we come to a contradiction since \( v(t_1) \geq 0 \) and \( v(t_2) \leq 0 \) which implies \( v \) has a zero.

**Conclusion** - We deduce from Theorem 3.1 that (3.14) with \( r > \max\{\|\alpha\|_\infty, \|\beta\|_\infty, k\} \) has a solution \( u \in S \) and conclude from Step 3.

In this theorem we control asymptotically the nonlinearity using the functions \( a_\pm, b_\pm \). Next we impose some admissibility condition on the box \([a_+, b_+] \times [a_-, b_-]\) which is to assume that for any \((p, q) \in [a_+, b_+] \times [a_-, b_-]\), the nontrivial solutions of problem (3.13) do not have zeros. Such a condition implies the nonlinearity does not interfere with the second eigenvalue \( \lambda_2 \) of the periodic problem, i.e. \((\lambda_2, \lambda_2) \notin [a_+, b_+] \times [a_-, b_-]\). This remark can be completed considering the second curve of the Fučík spectrum. The Fučík spectrum is the set \( \mathcal{F} \) of points \((\mu, \nu) \in \mathbb{R}^2 \) such that the problem

\[ u'' + \mu u^+ - \nu u^- = 0, \]
\[ u(a) = u(b), \quad u'(a) = u'(b), \]

has nontrivial solutions. From explicit computations of the solution it is easy to see that
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Chapter 3. Relation with Degree Theory

\[ \mathcal{F} = \bigcup_{n=1}^{\infty} \mathcal{F}_n, \]

where

\[ \mathcal{F}_1 = \{ (\mu, 0) \mid \mu \in \mathbb{R} \} \cup \{ (0, \nu) \mid \nu \in \mathbb{R} \} \]

and

\[ \mathcal{F}_n = \{ (\mu, \nu) \mid \frac{1}{\sqrt{\mu}} + \frac{1}{\sqrt{\nu}} = \frac{b-a}{\pi(n-1)} \}, \quad n = 2, 3, \ldots \]

The following proposition relates the admissibility of the box \([a_+, b_+] \times [a_-, b_-]\) with the Fučík spectrum.

**Proposition 3.4** Let \((\mu, \nu) \in \mathcal{F}_2\) and \(p, q \in L^1(a, b)\). Assume that

\[ p(t) \leq \mu, \quad q(t) \leq \nu, \quad \text{for a.e. } t \in [a, b] \]

and for some set \(I \subset [a, b]\) of positive measure

\[ p(t) < \mu, \quad q(t) < \nu, \quad \text{for a.e. } t \in I. \]

Then the nontrivial solutions of problem (3.13) have no zeros.

**Proof:** Assume there exists a nontrivial solution \(u\) which has a zero. Extend \(u\) by periodicity and let \(t_0\) and \(t_1\) be consecutive zeros such that \(u\) is positive on \([t_0, t_1]\). Define \(v(t) = \sin(\sqrt{\mu}(t - t_0))\) and compute

\[ (uv' - vu')|_{t_0}^{t_1} = \int_{t_0}^{t_1} (p(t) - \mu)u(t)v(t)\,dt. \]

If \(t_1 - t_0 < \frac{\pi}{\sqrt{\mu}}\), we come to a contradiction

\[ 0 < -v(t_1)u'(t_1) \leq 0. \]

Hence \(t_1 - t_0 \geq \frac{\pi}{\sqrt{\mu}}\) and we only have equality in case \(p(t) = \mu\) on \([t_0, t_1]\). Similarly, we prove the distance between two consecutive zeros \(t_1\) and \(t_2\) with \(u\) negative on \([t_1, t_2]\) is such that \(t_2 - t_1 \geq \frac{\pi}{\sqrt{\nu}}\) with equality if and only if \(q(t) = \nu\) on \([t_1, t_2]\). It follows that

\[ b-a \geq t_2 - t_0 \geq \frac{\pi}{\sqrt{\mu}} + \frac{\pi}{\sqrt{\nu}} = b-a. \]

This implies \(t_2 - t_0 = b-a\), \(p(t) = \mu\) on \([t_0, t_1]\) and \(q(t) = \nu\) on \([t_1, t_2]\) which contradicts the assumptions.
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Remark  Assumption (3.12) can be replaced by the following:
For every \( \varepsilon > 0 \), there is \( \gamma_\varepsilon \in L^1(a,b) \) such that, for a.e. \( t \in [a,b] \) and every \( u \in \mathbb{R} \),
\[
f(t,u) = g_+(t,u)u^+ - g_-(t,u)u^- + h(t,u),
\]
with \( g_\pm \) and \( h \), \( L^1 \)-Carathéodory functions satisfying
\[
a_\pm(t) - \varepsilon \leq g_\pm(t,u) \leq b_\pm(t) + \varepsilon
\]
and
\[
|h(t,u)| \leq \gamma_\varepsilon(t).
\]

There is a vast literature concerning system which are asymptotic to positively homogeneous problem as in the above theorems. Most of these results can be adapted to a situation where there exist non well-ordered lower and upper solutions. We present here some extensions as exercises.

Exercise 3.2 Let \( \alpha \) and \( \beta \in C([a,b]) \) be \( W^{2,1} \)-lower and upper solutions of (3.11) such that \( \alpha \not\leq \beta \).

Let \( f : [a,b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function such that for some functions \( a_\pm \leq 0, b_- \geq 0 \) in \( L^1(a,b), \)
\[
a_-(t) \leq \liminf_{u \to -\infty} \frac{f(t,u)}{u} \leq \limsup_{u \to -\infty} \frac{f(t,u)}{u} \leq b_-(t),
\]
\[
a_+(t) \leq \liminf_{u \to +\infty} \frac{f(t,u)}{u},
\]
uniformly in \( t \in [a,b] \).

Assume further that for any \( q \in L^1(a,b) \), with \( q \leq b_- \) and any \( \bar{t} \in [a,b[ \), the problem
\[
u'' + q(t)u = 0,
\]
\[
u(\bar{t}) = 0, \quad u(\bar{t} + b - a) = 0,
\]
has only the trivial solution (where \( q(t) = q(t - (b-a)) \) for \( t \in [b,\bar{t} + b - a] \)).

Prove then that the problem (3.11) has at least one solution \( u \in \mathcal{S} \), where \( \mathcal{S} \) is defined by (3.7).

Hint : See [94].

Consider the problem
\[
u'' + g(u) = h(t),
\]
\[
u(a) = u(b), \quad u'(a) = u'(b).
\]
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For such a problem, we can obtain similar result using conditions on the potential $G(u) = \int_0^u g(s) \, ds$. In this case lower bounds on $\frac{g(u)}{u}$ are not necessary anymore but we cannot prove the solution is in $S$. The following problem concerns such a result.

**Exercise 3.3** Let $\alpha$ and $\beta \in C([a, b])$ be $W^{2,1}$-lower and upper solutions of (3.15). Let $h \in L^\infty(a, b)$, $g \in C(\mathbb{R})$ be such that for some $(\mu, \nu) \in F_2$

$$\limsup_{u \to +\infty} \frac{g(u)}{u} \leq \mu \quad \text{and} \quad \limsup_{u \to -\infty} \frac{g(u)}{u} \leq \nu,$$

$$\liminf_{u \to +\infty} \frac{2G(u)}{u^2} < \mu \quad \text{or} \quad \liminf_{u \to -\infty} \frac{2G(u)}{u^2} < \nu.$$  

Prove then that the problem (3.15) has at least one solution.

*Hint:* In case $\alpha > \beta$ see [146]. The proof without this condition can be built using the ideas in [78].

### 3.4 Multiplicity results

Existence of several solutions are studied in Sections 1.2 and 2.2. Some additional results can be obtained using non well-ordered lower and upper solutions. The following result complements Theorem 3.3.

**Theorem 3.5** Let $\alpha_1$ and $\alpha_2 \in C([a, b])$ be $W^{2,1}$-lower solutions of (3.11) and $\beta \in C([a, b])$ be a strict $W^{2,1}$-upper solution such that $\alpha_1 \leq \beta$ and $\alpha_2 \not\leq \beta$.

Assume $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ is an $L^1$-Carathéodory function such that for some function $a_+ \in L^1(a, b)$,

$$\liminf_{u \to +\infty} \frac{f(t, u)}{u} \geq a_+(t), \quad (3.16)$$

uniformly in $t \in [a, b]$.

Then the problem (3.11) has at least two solutions $u_1$ and $u_2$ such that

$$\alpha_1 \leq u_1 < \beta, \quad u_2 \in S \quad \text{and} \quad u_1 \leq u_2,$$

where $S$ is defined in (3.7) with $\alpha = \max\{\alpha_1, \alpha_2\}$.

*Proof:* For any $r > \max\{\|\alpha_1\|_\infty, \|\alpha_2\|_\infty, \|\beta\|_\infty\}$, we consider the modified problem

$$u'' + f_r(t, u) = 0,$$

$$u(a) = u(b), \quad u'(a) = u'(b), \quad (3.17)$$
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where
\[ f_r(t, u) = \begin{cases} 
  f(t, \alpha_1(t)) - u + \alpha_1(t) & \text{if } u \leq \alpha_1(t), \\
  f(t, u) & \text{if } \alpha_1(t) < u \leq r, \\
  (1 + r - u)f(t, u) & \text{if } r < u \leq r + 1, \\
  0 & \text{if } r + 1 < u.
\end{cases} \]

Claim 1 – Every solution of (3.17) is such that \( u \geq \alpha_1 \). This follows from the usual maximum principle argument as it is used, for example, in the proof of Theorem I-3.1.

Claim 2 – There exists \( k > 0 \) so that for any \( r > \max\{\|\alpha_1\|_\infty, \|\alpha_2\|_\infty, \|\beta\|_\infty\} \) and any solution \( u \in S \) of (3.17), we have \( \|u\|_\infty < k \). As \( u \in S \), there exist \( t_0 \) and \( t_1 \) such that
\[ u(t_0) = \min_{t \in [a, b]} u(t) \leq u(t_1) \leq \alpha(t_1) \leq \|\alpha\|_\infty. \]

Further, we deduce from the asymptotic character of \( f \) that there exists \( \hat{a}_+ \) and \( h \in L^1(a, b) \) such that, for a.e. \( t \in [a, b] \) and all \( u \geq \alpha_1(t) \),
\[ f_r(t, u) \geq -[\hat{a}_+(t)u + h(t)]. \]

Hence, we have, for \( t \in [t_0, t_0 + b - a] \),
\begin{align*}
  u(t) &= u(t_0) - \int_{t_0}^{t} f_r(s, u(s))(t - s) \, ds \\
  &\leq \|\alpha\|_\infty + \|h\|_{L^1(b - a)} + (b - a) \int_{t_0}^{t} \hat{a}_+(s)u(s) \, ds
\end{align*}
and the claim follows from Gronwall’s Lemma.

Conclusion – Consider the problem (3.17) for
\[ r > \max\{\|\alpha_1\|_\infty, \|\alpha_2\|_\infty, \|\beta\|_\infty, k\}, \]
where \( k \) is given in Claim 2.

It follows from Theorem I-3.4 that there exists a solution \( u_1 \) of (3.17) which is minimal in \([\alpha_1, \beta]\). Hence, \( \alpha_1(t) \leq u_1(t) \leq r \) which implies this solution solves also (3.11).

Next, we can apply Exercise 3.1 to obtain a solution \( u_2 \in S \) of (3.17). From Claim 1, \( u_2 \geq \alpha_1 \), and from Claim 2, \( u_2 \leq k < r \). Therefore \( u_2 \) is a solution of (3.11).

At last, notice that if \( u_2 \not\geq u_1 \), \( u_1 \) and \( u_2 \) are upper solutions of (3.17) and we deduce from Theorem I-3.2 the existence of a solution \( u_3 \) with \( \alpha_1 \leq u_3 \leq \min\{u_1, u_2\} \) which contradicts \( u_1 \) to be minimal.
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Assumptions such as
(a) $f(t, u)$ is nonnegative, or
(b) $f(t, 0) \geq 0$ and $f(t, u_1) - f(t, u_2) \geq -M(u_1 - u_2)$, if $u_1 \geq u_2 \geq 0$,
imply the asymptotic behaviour (3.16) and we can choose $\alpha_1 = 0$. Hence,
existence of nonnegative upper and lower solutions implies existence of two
nonnegative solutions one of them being nontrivial.

Observe that the existence of the third solution of
\[ u'' + u^4 - u^2 = h(t), \]
\[ u(a) = u(b), \quad u'(a) = u'(b), \]
if $-1/4 < h(t) \leq 0$ obtained in Example 1.4 can be deduced from Theorem 3.5 in a quite obvious way.

We can extend Theorem 3.5 to the Liénard problem (3.9).

**Theorem 3.6** Let $\alpha_1$ and $\alpha_2 \in C([a, b])$ be $W^{2,1}$-lower solutions of (3.9) and
$\beta \in C([a, b])$ be a strict $W^{2,1}$-upper solution such that $\alpha_1 \leq \beta$ and $\alpha_2 \leq \beta$.
Assume $g \in C(\mathbb{R})$ and $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ is an $L^1$-Carathéodory function
such that for some function $h \in L^1(a, b),$
\[ \liminf_{u \to +\infty} f(t, u) \geq h(t), \]
uniformly in $t \in [a, b]$.

Then the problem (3.9) has at least two solutions $u_1$ and $u_2$ such that
\[ \alpha_1 \leq u_1 < \beta, \quad u_2 \in S \quad \text{and} \quad u_1 \leq u_2, \]
where $S$ is defined in (3.7) with $\alpha = \max\{\alpha_1, \alpha_2\}$.

**Proof**: The proof is exactly the same as for Theorem 3.5 except Claim 2
which repeats the argument used to prove the claim in Theorem 3.2. \phantom{.}

**Exercise 3.4** Consider the Liénard equation
\[ u'' + f(u)u' + g(u) + h(t, u, u') = 0, \]
\[ u(a) = u(b), \quad u'(a) = u'(b), \]
where $f, g : \mathbb{R} \to \mathbb{R}$ are continuous functions and $h : [a, b] \times \mathbb{R}^2 \to \mathbb{R}$ is
continuous and bounded.

Prove that if $\inf_s |f(s)| > 0$, the existence of a lower and an upper
solution implies the solvability of (3.18).

**Hint**: See [234].
3. Non well-ordered lower and upper solutions

3.5 Lower and upper solutions in the reversed order

In case \( \alpha \geq \beta \) on \([a, b]\), we can ask whether the solution of (3.11) satisfies the “strong localization” \( \beta \leq u \leq \alpha \) on \([a, b]\) as in the well ordered case. This is not always the case under the assumptions of Theorem 3.3 as shown by problem (3.2). But this is true if

\[
\frac{f(t, u) - f(t, v)}{u - v} \leq \left(\frac{\pi}{b - a}\right)^2.
\]

This is the content of this section.

**Theorem 3.7** Let \( \alpha \) and \( \beta \) be lower and upper solutions of (3.11) such that \( \alpha \geq \beta \), \( E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \beta(t) \leq u \leq \alpha(t)\} \) and \( f : E \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function. Assume there exists \( k \in [0, (\frac{\pi}{b - a})^2] \) such that, for a.e. \( t \in [a, b] \) and all \( u \in [\beta(t), \alpha(t)] \),

\[
f(t, \alpha(t)) - k\alpha(t) \leq f(t, u) - ku \leq f(t, \beta(t)) - k\beta(t).
\]

Then the problem (3.11) has at least one solution \( u \in W^{2,1}(a, b) \) such that for all \( t \in [a, b] \)

\[
\beta(t) \leq u(t) \leq \alpha(t).
\]

**Proof:** We can assume that \( \alpha \) and \( \beta \) are not solutions, otherwise the result is trivial.

Let us consider the modified problem

\[
\begin{align*}
u'' + \bar{f}(t, u) &= 0, \\
u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]

(3.19)

where

\[
\bar{f}(t, u) = f(t, \alpha(t)) + k(u - \alpha(t)), \quad \text{if} \quad u \geq \alpha(t),
\]

\[
= f(t, u), \quad \text{if} \quad \beta(t) \leq u \leq \alpha(t),
\]

\[
= f(t, \beta(t)) + k(u - \beta(t)), \quad \text{if} \quad u \leq \beta(t).
\]

By Theorem 3.3 and the Remark after Proposition 3.4, problem (3.19) has a solution \( u \in \mathcal{S} \). It remains to prove the announced localization.

Let us prove \( u \leq \alpha \). Observe that \( v = \alpha - u \) satisfies

\[
\begin{align*}
v'' + kv &= (\alpha'' + \bar{f}(t, \alpha)) + (\bar{f}(t, u) - ku) - (\bar{f}(t, \alpha) - k\alpha) =: h(t), \\
v(a) - v(b) &= 0, \quad v'(a) - v'(b) \geq 0
\end{align*}
\]

where \( h \in L^1(a, b) \) is such that \( h \geq 0, h \not\equiv 0 \). By Corollary A-6.3, \( v \geq 0 \), i.e. \( u \leq \alpha \).

In the same way, we prove \( u \geq \beta \).
Remark Observe that the limitation on $k$ in Theorem 3.7 is optimal if we want the strong localization. Consider the problem

$$u'' + ku = f(t),$$
$$u(a) = u(b), \quad u'(a) = u'(b),$$

with $k > \left( \frac{\pi}{b-a} \right)^2$.

Let $c, d$ be such that

$$\left( \frac{\pi}{b-a} \right)^2 < c^2 < d^2 \quad \text{and} \quad \frac{\pi}{c} + \frac{\pi}{d} = b - a,$$

and define

$$f(t) := \begin{cases} \frac{k-c^2}{c} \sin c(t-a), & \text{if } t \in [a, a + \frac{\pi}{c}], \\ \frac{k-d^2}{d} \sin d(t - \frac{\pi}{c} + \frac{\pi}{d} - a), & \text{if } t \in ]a + \frac{\pi}{c}, b]. \end{cases}$$

This problem has $\beta = 0$ and $\alpha = \frac{1}{c} \max \{ \frac{k-c^2}{c}, \frac{d^2-k}{d} \}$ as upper and lower solutions satisfying the reversed ordering $\beta \leq \alpha$. But its solution is given by

$$u(t) := \frac{1}{c} \sin c(t - a), \quad \text{if } t \in [a, a + \frac{\pi}{c}],$$
$$:= \frac{1}{d} \sin d(t - \frac{\pi}{c} + \frac{\pi}{d} - a), \quad \text{if } t \in ]a + \frac{\pi}{c}, b]$$

which is not one-signed, i.e. it is not between the upper solution $\beta = 0$ and the lower solution.

Exercise 3.5 Prove that under the assumptions of Theorem 3.7, if for some $k \in [0, \left( \frac{\pi}{b-a} \right)^2]$, for a.e. $t \in [a, b]$ and all $u, v \in [\beta(t), \alpha(t)]$, $u \neq v$

$$\frac{f(t, u) - f(t, v)}{u - v} \leq k,$$

then the solutions of (3.11) in $[\beta, \alpha]$ are ordered. Prove also there are solutions $u_{min}, u_{max} \in W^{2,1}(a, b)$ such that

$$\beta \leq u_{min} \leq u_{max} \leq \alpha,$$

and any other solution $u$ of (3.11) such that $\beta \leq u \leq \alpha$ satisfies

$$u_{min} \leq u \leq u_{max}.$$
3. Non well-ordered lower and upper solutions

3.6 The Dirichlet problem

In this Section 3, we have worked out the periodic boundary value problem. These results can be extended to deal with other boundary conditions. We present here such an extension to the Dirichlet problem. The theorems we state are counterpart of previously obtained results and their proof repeats previous arguments.

Our first concern is a non-resonance result for the problem

\[ u'' + \left( \frac{\pi}{b-a} \right)^2 u = f(t, u, u'), \]
\[ u(a) = 0, \quad u(b) = 0, \]  \hspace{1cm} (3.20)

where \( \left( \frac{\pi}{b-a} \right)^2 \) is the first eigenvalue of the corresponding eigenvalue problem

\[ u'' + \lambda u = 0, \]
\[ u(a) = 0, \quad u(b) = 0. \]  \hspace{1cm} (3.21)

Theorem 3.1 can then be modified as follows.

**Theorem 3.8** Assume \( \alpha \) and \( \beta \) \( \in C([a, b]) \) are \( W_{2,1} \)-lower and upper solutions of (3.20) such that \( \alpha \not\leq \beta \). Suppose \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) is a Carathéodory function such that for some \( h \in L^1(a, b) \)

\[ |f(t, u, v)| \leq h(t), \quad \text{on } [a, b] \times \mathbb{R}^2. \]

Then there exist a solution \( u \) of (3.20) in

\[ S := \text{adh}_{C^1_0} \left\{ u \in C^1_0([a, b]) \mid \exists t_1, t_2 \in [a, b], \ u(t_1) > \beta(t_1), \ u(t_2) < \alpha(t_2) \right\}. \]  \hspace{1cm} (3.22)

**Proof:** For each \( r \geq 1 \), we define

\[ f_r(t, u, v) = f(t, u, v), \]
\[ = (1 + r - |u|) f(t, u, v) + (|u| - r) \frac{w}{r}, \quad \text{if } |u| < r, \]
\[ = \frac{w}{r}, \quad \text{if } r \leq |u| < r + 1, \]
\[ = \frac{w}{r}, \quad \text{if } r + 1 \leq |u|, \]

and consider the problem

\[ u'' + \left( \frac{\pi}{b-a} \right)^2 u = f_r(t, u, u'), \]
\[ u(a) = 0, \quad u(b) = 0. \]  \hspace{1cm} (3.23)

**Claim 1** – For some \( C > 0 \), \( \alpha(t) < C \sin(\pi \frac{b-a}{b-a}) \) and \( \beta(t) > -C \sin(\pi \frac{b-a}{b-a}) \).

Let \( r > \max \{ ||\alpha||_\infty, ||\beta||_\infty \} \). Define \( w \) to be the solution of

\[ w'' + \left( \frac{\pi}{b-a} \right)^2 w = \frac{w}{r}, \quad w(a) = r + 2, \quad w(b) = r + 2, \]
\[ e(t) = \sin(\pi \frac{b-a}{b-a}), \] choose \( k > 0 \) such that \( ke + w \geq r + 2 \) on \([a, b]\) and define \( \beta_2 = -\alpha_1 = ke + w \). Observe that \( \beta_2 \) and \( \alpha_1 \) are upper and lower solutions of (3.23). Hence the claim follows from Remark II-2.1.
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Claim 2 – There exists \( k > 0 \) such that, for any \( r > k \), solutions \( u \) of (3.23), which are in \( \mathcal{S} \), are such that \( \|u\|_{\infty} < k \). Assume by contradiction there exist sequences \( (r_n)_n \) and \( (u_n)_n \subset \mathcal{S} \), where \( r_n \geq n \) and \( u_n \) is a solution of (3.23) with \( r = r_n \), such that \( \|u_n\|_{\infty} \geq n \). Let us write

\[
 u_n(t) = \tilde{u}_n(t) + \bar{u}_n e(t). 
\]

where \( \int_{a}^{b} \tilde{u}_n(t)e(t) \, dt = 0 \). We deduce from Proposition A-4.5 that, for some \( K > 0 \)

\[
 \|\tilde{u}_n\|_{\infty} \leq K \int_{a}^{b} |\tilde{u}_n''(t)| + (\frac{\pi}{b-a})^2 |\tilde{u}_n(t)| e(t) \, dt 
\]

\[
 \leq K \int_{a}^{b} \left| f_{r_n}(t, u_n(t), u_n'(t)) \right| e(t) \, dt \leq K \int_{a}^{b} \left( h(t) + \frac{|u_n(t)|}{r_n} \right) e(t) \, dt. 
\]

Hence, for some \( C_1 > 0 \) and \( n \) large enough, we can write

\[
 \|\tilde{u}_n\|_{\infty} \leq C_1 \left( 1 + \frac{|\bar{u}_n|}{r_n} \right). 
\] (3.24)

Let \( t_0 \) be such that \( \tilde{u}_n'(t_0) = 0 \). It follows that

\[
 |\tilde{u}_n'(t)| \leq \left| \int_{t_0}^{t} \left( (\frac{\pi}{b-a})^2 |\tilde{u}_n(s)| + |f_{r_n}(s, u_n(s), u_n'(s))| \right) ds \right| 
\]

\[
 \leq C_2 \left( 1 + \frac{|\bar{u}_n|}{r_n} \right), 
\]

for some \( C_2 > 0 \).

Assume now that for some subsequence \( \lim_{k \to \infty} \tilde{u}_{n_k} = +\infty \). This implies

\[
 u_{n_k}(t) \geq (\tilde{u}_{n_k} - C_3 \|\tilde{u}_{n_k}\|_{C^1} - C_4 \left( 1 + \frac{|\bar{u}_{n_k}|}{r_{n_k}} \right)) e(t), 
\]

for some \( C_3 \) and \( C_4 > 0 \). Hence, for \( n_k \) large enough, \( u_{n_k} \succ \alpha \) which contradicts \( u_{n_k} \in \mathcal{S} \). In a similar way, we prove that no subsequence of \( (\tilde{u}_n)_n \) goes to \(-\infty \). It follows that \( \bar{u}_n \) and also, using (3.24), \( \|u_n\|_{\infty} \) are bounded which contradicts the assumption.

Conclusion – Let \( r > \max\{\|\alpha\|_{\infty}, \|\beta\|_{\infty}, k\} \). As in Claim 1, we define \( \beta_2 = -\alpha_1 = ke + w \) and conclude as in the proof of Theorem 3.1. ■

Next we consider the problem of interaction with Fučík spectrum. A result similar to Theorem 3.3 holds for the Dirichlet problem

\[
 u'' + f(t, u) = 0, 
\]

\[
 u(a) = 0, \ u(b) = 0. 
\] (3.25)
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Theorem 3.9 Let $\alpha, \beta \in C([a, b])$ be $W^{2,1}$-lower and upper solutions of (3.25) such that $\alpha \lesssim \beta$. Let $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function such that for some functions $a_\pm \leq \frac{\pi}{b-a}^2$, $b_\pm \geq \frac{\pi}{b-a}^2$ in $L^1(a, b)$,
\[
a_\pm(t) \leq \liminf_{u \to \pm \infty} \frac{f(t, u)}{u} \leq \limsup_{u \to \pm \infty} \frac{f(t, u)}{u} \leq b_\pm(t),
\]
uniformly in $t \in [a, b]$.
Assume further that for any $p, q \in L^1(a, b)$, with $a_+ \leq p \leq b_+$ and $a_- \leq q \leq b_-$, the nontrivial solutions of
\[
 u'' + p(t)u^+ - q(t)u^- = 0,
 u(a) = 0, \quad u(b) = 0,
\]
where $u^+(t) = \max\{u(t), 0\}$ and $u^-(t) = \max\{-u(t), 0\}$, do not have interior zeros.
Then the problem (3.25) has at least one solution $u \in S$, where $S$ is defined by (3.22).

Exercise 3.6 Prove the above theorem.

The condition on $p, q$, can be related with the Fučík spectrum as in Proposition 3.4. Roughly speaking, the nontrivial solutions of the problem (3.26) do not have zeros if the box $[a_+, b_+] \times [a_-, b_-]$ lies under the second Fučík curve $F_2$ of the Dirichlet problem.

At last, we can write multiplicity theorems for (3.25) which paraphrase results worked out in Section 3.4. We state here a situation with two lower solutions and a strict upper one.

Theorem 3.10 Let $\alpha_1, \alpha_2 \in C([a, b])$ be $W^{2,1}$-lower solutions of (3.25) and $\beta \in C([a, b])$ be a strict $W^{2,1}$-upper solution such that $\alpha_1 \leq \beta$ and $\alpha_2 \lesssim \beta$. Assume $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ is an $L^1$-Carathéodory function such that for some function $a_+ \in L^1(a, b)$, (3.16) holds uniformly in $t \in [a, b]$.
Then the problem (3.25) has at least two solutions $u_1$ and $u_2$ such that
\[
\alpha_1 \leq u_1 \prec \beta, \quad u_2 \in S \quad \text{and} \quad u_1 \leq u_2,
\]
where $S$ is defined in (3.22) with $\alpha = \max\{\alpha_1, \alpha_2\}$.

Exercise 3.7 Prove Theorem 3.10.
Hint: Adapt the proof of Theorem 3.5. In Claim 2, notice that \( u \in S \) implies the existence of sequences \((u_n)_n\) and \((t_n)_n\) such that \( u_n \to u \) in \( C^1([a,b]) \) and \( u_n(t_n) < \alpha(t_n) \leq Ce(t_n) \). Here \( e(t) = \sin(\pi \frac{t-a}{b-a}) \) and \( C \) is such that \( \alpha \leq Ce \) as in Remark II-2.1. We deduce then the existence of \( t_0 \) such that \( u(t_0) \leq Ce(t_0) \) and \( u'(t_0) = Ce'(t_0) \) and compute

\[
u(t) \leq Ce(t_0) + Ce'(t_0)(t - t_0) - \int_{t_0}^{t} f_r(s, u(s))(t - s) \, ds.\]

The proof follows then as in Theorem 3.5.

In very much the same way, we can state a dual result with two upper solutions and a strict lower one.

**Theorem 3.11** Let \( \alpha \in C([a,b]) \) be a strict \( W^{2,1} \)-lower solution of (3.25) and \( \beta_1, \beta_2 \in C([a,b]) \) be \( W^{2,1} \)-upper solutions such that \( \alpha \leq \beta_2 \) and \( \alpha \not\leq \beta_1 \). Assume \( f : [a,b] \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function such that for some function \( a_- \in L^1(a,b) \),

\[
\liminf_{u \to -\infty} \frac{f(t,u)}{u} \geq a_-(t),
\]

uniformly in \( t \in [a,b] \).

Then the problem (3.25) has at least two solutions \( u_1 \) and \( u_2 \) such that

\[
u_1 \in S, \quad \alpha \leq u_2 < \beta_2 \quad \text{and} \quad u_1 \leq u_2,
\]

where \( S \) is defined in (3.22) with \( \beta = \min \{ \beta_1, \beta_2 \} \).

**Exercise 3.8** Extend the results of this section to the separated boundary value problem

\[
\begin{align*}
u'' &= f(t,u), \\
a_1u(a) - a_2u'(a) &= 0, \\
b_1u(b) + b_2u'(b) &= 0,
\end{align*}
\]

in case \( a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+, a_1^2 + a_2^2 > 0 \) and \( b_1^2 + b_2^2 > 0 \).
Chapter IV

Variational Methods

1 The minimization method

Another approach in working with lower and upper solutions is to relate them with variational methods. Consider for example the problem

\[ \begin{align*}
    u'' + f(t, u) &= 0, \\
    u(a) &= 0, \\
    u(b) &= 0,
\end{align*} \] (1.1)

where \( f \) is an \( L^1 \)-Carathéodory function. It is well known that the related functional

\[ \phi : H^1_0(a, b) \to \mathbb{R}, u \mapsto \int_a^b \left[ u''(t)^2 - F(t, u(t)) \right] dt, \] (1.2)

with \( F(t, u) = \int_0^u f(t, s) \, ds \), is of class \( C^1 \) and its critical points are the solutions of (1.1). A first link between the two methods is that existence of a well ordered pair of lower and upper solutions \( \alpha \) and \( \beta \) implies the functional \( \phi \) has a minimum on the convex set \([\alpha, \beta]\) which solves (1.1).

**Theorem 1.1** Let \( \alpha \) and \( \beta \) be \( W^{2,1} \)-lower and upper solutions of (1.1) with \( \alpha \leq \beta \) on \([a, b]\) and

\[ E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\}. \] (1.3)

Assume \( f : E \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function.

Then the functional \( \phi \) is minimum on \([\alpha, \beta]\), i.e. there exists \( u \) with \( \alpha \leq u \leq \beta \) on \([a, b]\) so that

\[ \phi(u) = \min_{v \in H^1_0(a, b)} \phi(v). \]
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Further, u is a solution of (1.1).

Proof: Let us consider the modified problem

\[ u'' + f(t, \gamma(t, u)) = 0, \]
\[ u(a) = 0, \quad u(b) = 0, \tag{1.4} \]

where \( \gamma(t, u) = \max\{\alpha(t), \min\{u, \beta(t)\}\} \). Define the functional

\[ \bar{\phi}: H^1_0(a, b) \to \mathbb{R}, u \mapsto \int_a^b \left[ u'^2(t) - \frac{\mathcal{F}(t, u(t))}{2} \right] dt, \]

where \( \mathcal{F}(t, u) = \int_0^u f(t, \gamma(t, s)) \, ds \). As \( f(t, \gamma(t, u)) \) is \( L^1 \)-Carathéodory, \( \bar{\phi} \) is of class \( C^1 \) and its critical points are precisely the solutions of (1.4). Moreover \( \bar{\phi} \) is weakly lower semi-continuous and coercive. Hence, \( \bar{\phi} \) has a global minimum \( u \) (see Theorem A-2.2) which is a solution of (1.4). As in Theorem II-2.1, we prove that \( u \) satisfies \( \alpha \leq u \leq \beta \), and hence is a solution of (1.1). Notice that on \( \{u \in H^1_0(a, b) \mid \alpha \leq u \leq \beta\} \), the function \( \bar{\phi}(u) - \phi(u) \) is constant. Hence both functions \( \phi \) and \( \bar{\phi} \) are minimized together between \( \alpha \) and \( \beta \) so that the theorem follows.

Example 1.1 Consider the problem

\[ u'' + \lambda f(t, u) = 0, \]
\[ u(a) = 0, \quad u(b) = 0, \tag{1.5} \]

where \( f: [a, b] \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function such that \( f(t, 0) = 0 \), \( f(t, R) \leq 0 \) for some \( R > 0 \) and there exists \( \mu \in H^1_0(a, b) \), with \( 0 \leq \mu(t) \leq R \) on \( [a, b] \), that satisfies \( \int_a^b F(t, \mu(t)) \, dt > 0 \), where \( F(t, u) = \int_0^u f(t, s) \, ds \). Then, we can prove the existence of \( \Lambda \) such that for all \( \lambda \geq \Lambda \), (1.5) has at least one nontrivial nonnegative solution.

We just have to observe that \( \alpha = 0 \) is a lower solution, \( \beta = R \) is an upper solution and, for \( \lambda \) large enough, \( \phi(\mu) = \int_a^b \left[ \frac{\mu'^2(t)}{2} - \lambda F(t, \mu(t)) \right] dt < 0 \). Hence, for such values of \( \lambda \), there exists \( u \in [0, R] \) which solves (1.5) and minimizes \( \phi \) on \( [0, R] \), i.e.

\[ \phi(u) = \min_{v \in H^1_0(a, b)} \phi(v) \leq \phi(\mu) < 0 = \phi(0). \]

This last inequality implies \( u \neq 0 \).
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1. The minimization method

The method applies to other boundary value problems such as the periodic problem

\[ u'' + f(t, u) = 0, \]
\[ u(a) = u(b), \ u'(a) = u'(b). \] (1.6)

Here, the associated functional reads

\[ \phi : H^1_{\text{per}}(a, b) \to \mathbb{R}, u \mapsto \int_a^b \left[ \frac{u'^2(t)}{2} - F(t, u(t)) \right] dt, \] (1.7)

with \( F(t, u) = \int_0^u f(t, s) \, ds \) and \( H^1_{\text{per}}(a, b) = \{ u \in H^1(a, b) \mid u(a) = u(b) \} \).

We can also consider the Neumann problem

\[ u'' + f(t, u) = 0, \]
\[ u'(a) = 0, \ u'(b) = 0, \] (1.8)

with whom we associate the functional

\[ \phi : H^1(a, b) \to \mathbb{R}, u \mapsto \int_a^b \left[ \frac{u'^2(t)}{2} - F(t, u(t)) \right] dt. \] (1.9)

For both these problems, we can state the corresponding result.

**Theorem 1.2** Let \( \alpha \) and \( \beta \) be \( W^{2,1} \)-lower and upper solutions of (1.6) (resp. (1.8)) with \( \alpha \leq \beta \) on \([a, b]\) and \( E \) be defined from (1.3). Assume \( f : E \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function.

Then the functional \( \phi \) defined by (1.7) (resp. (1.9)) is minimum on \([\alpha, \beta]\), i.e. there exists \( u \) with \( \alpha \leq u \leq \beta \) on \([a, b]\) so that

\[ \phi(u) = \min_{v \in H^1_{\text{per}}(a, b)} \phi(v) \quad (\text{resp. } \phi(u) = \min_{v \in H^1(a, b)} \phi(v)). \]

Further, \( u \) is a solution of (1.6) (resp. (1.8)).

**Exercise 1.1** Prove Theorem 1.2.

As an application, consider the problem

\[ u'' + \mu(t)g(u) + h(t) = 0, \]
\[ u(0) = 0, \ u(\pi) = 0. \] (1.10)
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Chapter 4. Variational Methods

Theorem 1.3 Let \( \mu, h \in L^\infty(0, \pi) \) with \( \mu_0 = \text{essinf} \mu(t) > 0 \) and \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function. Let us denote \( G(u) = \int_0^u g(s) \, ds \). Assume that

\[-\infty < \liminf_{u \to \pm\infty} \frac{G(u)}{u^2} \leq 0 \quad \text{and} \quad \limsup_{u \to \pm\infty} \frac{G(u)}{u^2} = +\infty.\]

Then the problem (1.10) has two infinite sequences of solutions \((u_n)_n\) and \((v_n)_n\) satisfying

\[\ldots \leq v_{n+1} \leq v_n \leq \ldots \leq v_1 \leq u_1 \leq \ldots \leq u_n \leq u_{n+1} \leq \ldots\]

and

\[\lim_{n \to \infty} (\max_t u_n(t)) = +\infty, \quad \lim_{n \to \infty} (\min_t v_n(t)) = -\infty.\]

Proof: Step 1 – Claim: For every \( M \geq 0 \) there exists \( \beta \), upper solution of (1.10), with \( \beta(t) \geq M \) on \([0, \pi]\). First observe that, if \( g \) is unbounded from below on \([0, +\infty[\), we have a sequence of constant upper solutions \( \beta_n \to +\infty \).

In the contrary, we can assume there exists \( K \geq 0 \) such that \( g(u) \geq -K \) for \( u \geq 0 \).

Given \( M > 0 \), we can choose \( d \) so that

\[\|\mu\|_{\infty}(G(d) + Kd) + \|h\|_{\infty}d \leq \frac{1}{8\pi^2} \quad \text{and} \quad d > 2M.\]

We define then \( \beta \) to be a solution of the Cauchy problem

\[u'' + \|\mu\|_{\infty}(g(u) + K) + \|h\|_{\infty} = 0, \quad u(0) = d, \quad u'(0) = 0.\tag{1.11}\]

Assume there exists \( t_0 \in [0, \pi] \) such that \( \beta(t) > M \) on \([0, t_0]\) and \( \beta(t_0) = M \). Notice that on \([0, t_0]\), \( \beta'(t) \leq 0 \) and \( \|\mu\|_{\infty}(G(\beta(t)) + K\beta(t)) + \|h\|_{\infty}\beta(t) \geq 0 \).

From the conservation of energy for (1.11), we have

\[\frac{\beta'^2(t)}{2} \leq \frac{\beta'^2(t)}{2} + \|\mu\|_{\infty}(G(\beta(t)) + K\beta(t)) + \|h\|_{\infty}\beta(t) = \|\mu\|_{\infty}(G(d) + Kd) + \|h\|_{\infty}d \leq \frac{d^2}{8\pi^2},\]

i.e.

\[0 \leq -\beta'(t) \leq \frac{d}{2\pi}.\]

It follows that for any \( t \in [0, t_0] \),

\[d - \beta(t) \leq \frac{d}{2\pi} t_0 \leq \frac{d}{2},\]

which leads to the contradiction \( \beta(t_0) \geq \frac{d}{2} > M \). Hence, the claim follows.
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In a similar way, we prove the following.

Claim – For every $M \geq 0$ there exists a lower solution $\alpha$ of (1.10) such that $\alpha(t) \leq -M$ on $[0, \pi]$.

Step 2 – Claim: There exists a sequence of positive real numbers $(s_n)_n$ with $s_n \to +\infty$ and $z > 0$ such that $\phi(s_n z) \to -\infty$, where

$$\phi(u) = \int_0^\pi \left[ \frac{u'^2}{2} - \mu(t)G(u(t)) - h(t)u(t) \right] dt.$$

Define $z$ to be a $C^1$-function such that $0 < z(t) \leq 1$ on $[0, \pi]$, $z(0) = 0$, $z(\pi) = 0$, $z'(0) > 0$, $z'(< \pi) < 0$ and $z(t) = 1$ on $[\epsilon, \pi - \epsilon]$ for some $\epsilon > 0$. Choose $(s_n)_n$ a sequence of positive real numbers with $s_n \to +\infty$ and $\frac{G(s_n)}{s_n^2} \to +\infty$. Recall that the assumptions imply $G(u) \geq -L(u^2 + 1)$, for some $L > 0$. We compute then

$$\phi(s_n z) = \int_0^\pi \left[ \frac{s_n^2 z'^2(t)}{2} - \mu(t)G(s_n z(t)) - h(t)s_n z(t) \right] dt$$

$$= \int_{[0, \pi] \setminus [\epsilon, \pi - \epsilon]} \frac{s_n^2 z'^2(t)}{2} dt - G(s_n) \int_{\epsilon}^{\pi - \epsilon} \mu(t) dt$$

$$- \int_{[0, \pi] \setminus [\epsilon, \pi - \epsilon]} \mu(t)G(s_n z(t)) dt - s_n \int_0^\pi h(t)z(t) dt$$

$$\leq s_n^2 \|z'^2\|_{L^\infty} - G(s_n) \mu_0(\pi - 2\epsilon) + L(s_n^2 + 1)\|\mu\|_{L^1} + s_n \|h\|_{L^1} \|z\|_{L^\infty}.$$ 

It follows that $\phi(s_n z) \to -\infty$.

Step 3 – Claim: There exists a sequence of negative real numbers $(t_n)_n$ with $t_n \to -\infty$ and $z > 0$ such that $\phi(t_n z) \to -\infty$. The argument is similar to Step 2.

Step 4 – Conclusion. By Step 1, we have $\alpha_1, \beta_1$ lower and upper solutions of (1.10) with $\alpha_1 \leq \beta_1$. Hence, we obtain from Theorem 1.1 a solution $u_1$ of (1.10) such that $\alpha_1 \leq u_1 \leq \beta_1$.

From Step 2, we have $z$ and $s_1$ such that $s_1 z \geq u_1$ and $\phi(s_1 z) < \phi(u_1)$. Moreover, Step 1 provides the existence of an upper solution $\beta_2$ with $u_1 \leq s_1 z \leq \beta_2$. Now, by Theorem 1.1, we have a solution $u_2$ of (1.10) satisfying

$$u_1 \leq u_2 \leq \beta_2$$

and

$$\phi(u_2) = \min_{v \in H_0^1(0, \pi)} \phi(v) \leq \phi(s_1 z) < \phi(u_1).$$

It follows that $u_2 \neq u_1$.

Iterating this argument and reproducing it in the negative part, we prove the result.
Remark 1.1 The condition on $G(u)/u^2$ cannot be replaced by analogous conditions on $g(u)/u$ as observed in [229].

Problem 1.2 Let $f : [0, +\infty[ \to \mathbb{R}$ be a continuous function. Let us denote $F(u) = \int_0^u f(s) \, ds$. Assume that
\[
\liminf_{u \to 0^+} \frac{F(u)}{u^2} = 0 \quad \text{and} \quad \limsup_{u \to 0^+} \frac{F(u)}{u^2} = +\infty.
\]
Prove then that the problem
\[
\begin{align*}
u'' + f(u) &= 0, \\
u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]
has a sequence $(u_n)_n$ of positive solutions satisfying
\[
\lim_{n \to \infty} (\max_{t} u_n(t)) = 0.
\]

Hint: See [239].

As a next problem consider the following prescribed mean curvature equation
\[
\left( \frac{u'}{\sqrt{1 + u'^2}} \right)' = \lambda f(t, u),
\]
(1.12)
\[
u(0) = 0, \quad u(1) = 0.
\]
This equation is equivalent to
\[
\begin{align*}
u'' &= \lambda (1 + u'^2)^{3/2} f(t, u), \quad u(0) = 0, \quad u(1) = 0.
\end{align*}
\]

As in Example 1.1, the following result provides a nontrivial nonnegative solution. Notice however that the equation does not satisfy a Nagumo condition which will force us to modify not only the dependence in $u$ but also in the derivative $u'$.

Problem 1.3 Let $f : [0, 1] \times \mathbb{R} \to \mathbb{R}$ be a continuous function such that $f(t, 0) \leq 0$ and define $F(t, u) = \int_0^u f(t, s) \, ds$. Assume that for some $[a, b] \subset ]0, 1[, \ a \neq b$,
\[
\lim_{u \to 0^+} \left[ \max_{t \in [a, b]} \frac{F(t, u)}{u^2} \right] = -\infty.
\]
Prove then that there exists a number $\lambda^* > 0$ such that the problem (1.12) has, for each $\lambda \in ]0, \lambda^*[$, a nontrivial nonnegative solution.
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2. Local minimum of the functional

**Hint**: See [91] or [145]. Define

\[ p(s) = \begin{cases} 
(1 + s)^{-1/2}, & \text{if } 0 \leq s < 1, \\
\frac{1}{8\sqrt{2}}[(s - 2)^2 + 7], & \text{if } 1 \leq s < 2, \\
\frac{7}{8\sqrt{2}}, & \text{if } 2 \leq s,
\end{cases} \]

\[ \alpha(t) = 0 \] and \[ \beta(t) = t(1 - t). \] Consider then the functional \( \phi : H^1_0(0, 1) \to \mathbb{R} \), defined by \( \phi(u) = \int_0^1 \left[ \frac{1}{2} P(u'^2) + \lambda \bar{F}(t, u(t)) \right] dt \), where \( P(v) = \int_0^v p(s) \, ds \), \( \bar{F}(t, u) = \int_0^u f(t, \gamma(t, s)) \, ds \) and as usually, \( \gamma(t, u) = \max\{\alpha(t), \min\{u, \beta(t)\}\} \). Critical points of \( \phi \) solve

\[ (p(u'^2)u')' = \lambda f(t, \gamma(t, u)), \quad u(0) = 0, \quad u(1) = 0, \]

which can also be written

\[ u'' = \lambda(p(u'^2) + 2p'(u'^2)u'^2)^{-1}f(t, \gamma(t, u)), \quad u(0) = 0, \quad u(1) = 0. \]

The proof follows then if we notice that, for \( \lambda > 0 \) small enough, \( \alpha \) and \( \beta \) are respectively lower and upper solutions and \( \phi \) takes a negative value for some \( u \) with \( \alpha \leq u \leq \beta \).

2 Local minimum of the functional

Theorem 1.1 defines the solution \( u \) of (1.1) as a minimizer of the functional \( \phi \), defined by (1.2), on the set \( C = \{ u \in H^1_0(a, b) \mid \alpha \leq u \leq \beta \} \). This does not imply \( u \) is a local minimizer of that functional. Indeed, if \( \alpha \) and \( \beta \) coincide at some point, the set \( C \) has empty interior and there is no evidence that the function \( u \) minimizes \( \phi \) even locally. This raises difficulties for example in applications of the Mountain Pass Theorem (see Theorem A-2.3). In general, we can prove \( u \) is a local minimizer of the restricted functional

\[ \hat{\phi} : C^1_0([a, b]) \to \mathbb{R}, u \mapsto \int_a^b \left[ \frac{u'^2(t)}{2} - F(t, u(t)) \right] dt. \]  

(2.1)

The main result of this section proves that such a minimizer, minimizes locally \( \hat{\phi} \) on \( H^1_0(a, b) \).
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Theorem 2.1 Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function. Assume \( u_0 \in C^1([a, b]) \) is a local minimizer of \( \hat{\phi} \) defined by (2.1) i.e.

\[
\exists r > 0, \forall v \in C^1([a, b]), \quad \|v\|_{C^1} \leq r \Rightarrow \hat{\phi}(u_0) \leq \hat{\phi}(u_0 + v),
\]

then \( u_0 \) is a local minimizer of \( \phi \) defined by (1.2), i.e.

\[
\forall r > 0, \forall v \in H^1_0(a, b), \quad \|v\|_{H^1_0} \leq r \Rightarrow \phi(u_0) \leq \phi(u_0 + v).
\]

Remark 2.1 This result is somewhat surprising since a \( H^1_0 \)-neighbourhood is much bigger than a \( C^1_0 \)-neighbourhood. It is false in general, but here we can use the special structure of the functional.

Notice also that the above theorem still holds if \( u_0 \in H^1_0(a, b) \).

Proof: Notice first that, as \( u_0 \) minimizes locally \( \hat{\phi} \) in \( C^1_0([a, b]) \), we have

\[
\int_a^b (u_0'\xi' - f(t, u_0)\xi) \, dt = 0,
\]

for all \( \xi \in C^1_0([a, b]) \) and by density for all \( \xi \in H^1_0(a, b) \).

Suppose the conclusion does not hold. Then

\[
\forall r > 0, \exists v_r \in H^1_0(a, b), \quad \|v_r\|_{H^1_0} \leq r \text{ and } \phi(u_0 + v_r) < \phi(u_0), \quad (2.2)
\]

where \( \|u\|^2_{H^1_0} = \int_a^b u'^2 \, dt \). By a standard lower semi-continuity argument, we prove that the problem

\[
\min_{u \in V} \phi(u),
\]

where \( V = \{ u \in H^1_0(a, b) \mid \psi(u) = \int_a^b (u' - u_0')^2 \, dt - r^2 \leq 0 \} \), has a solution \( w_r \in H^1_0(a, b) \).

From Lagrange multiplier theory (see [68]), there exists \( \mu_r \leq 0 \) so that

\[
\int_a^b (w_r'\xi' - f(t, w_r)\xi) \, dt = d\phi(w_r)(\xi) = \frac{\mu_r}{2} d\psi(w_r)(\xi) = \mu_r \int_a^b (w_r' - u_0')\xi' \, dt,
\]

for all \( \xi \in H^1_0(a, b) \). It follows that

\[
(1 - \mu_r) \int_a^b (w_r' - u_0')\xi' \, dt = \int_a^b (f(t, w_r) - f(t, u_0))\xi \, dt,
\]

for all \( \xi \in H^1_0(a, b) \), i.e. \( w_r - u_0 \in W^{2,1}(a, b) \) and

\[
-(1 - \mu_r)(w_r'' - u_0'') = f(t, w_r) - f(t, u_0).
\]
Further, as \( w_r \to u_0 \) in \( H^1_0(a,b) \) for \( r \to 0 \), the \( w_r \) are bounded in \( C([a,b]) \) and there is a function \( h \in L^1(a,b) \) such that for any \( r \in [0,1] \), \(|w''_r(t) - u''_0(t)| \leq h(t)\) on \([a,b]\). We deduce now from Arzela-Ascoli’s Theorem that, up to a subsequence, the \( w_r \) converge in \( C^1_0([a,b]) \) as \( r \) goes to zero. Next as \( w_r \to u_0 \) in \( H^1_0(a,b) \) we conclude \( w_r \to u_0 \) in \( C^1_0([a,b]) \). As \( \hat{\phi}(w_r) = \phi(w_r) < \phi(u_0) \), this proves that \( u_0 \) does not minimize \( \hat{\phi} \) and concludes the proof.

**Theorem 2.2** Let \( \alpha \) and \( \beta \) be strict \( W^{2,1} \)-lower and upper solutions of (1.1) with \( \alpha \prec \beta \) and \( E \) be defined by (1.3). Assume \( f : E \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function.

Then there exists a local minimizer \( u \) of the functional \( \phi \) defined by (1.2). Further, this minimizer is a solution of (1.1) such that \( \alpha \prec u \prec \beta \).

**Proof:** By Theorem 1.1, we have a solution \( u \) of (1.1) which is a minimizer of \( \phi \) on \([\alpha,\beta] \). As the lower and upper solutions are strict, \( \alpha \prec u \prec \beta \) and there is a \( C^1_0 \)-neighbourhood of \( u \) in \([\alpha,\beta] \). Hence \( u \) is a local minimizer of \( \hat{\phi} \) defined from (2.1). By Theorem 2.1, \( u \) is also a local minimizer of \( \phi \). ■

The following examples use the Palais-Smale Condition:

**(PS)** If \((u_n)_n \subset H^1_0(a,b)\) is such that \( \phi(u_n) \) is bounded and \( \nabla \phi(u_n) \rightharpoonup 0 \) in \( H^1_0(a,b) \) then there exists some subsequence of \((u_n)_n\) which converges in \( H^1_0(a,b) \) to a function \( u \) such that \( \nabla \phi(u) = 0 \).

It is known, see Theorem A-2.1, that this condition is easy to verify if \( \phi(u) \) is coercive or more generally if the Palais-Smale sequences \((u_n)_n\) are bounded in \( H^1_0(a,b) \).

**Example 2.1** The problem

\[
\begin{align*}
u'' + u^3 &= 0, \\
u(0) &= 0, \\
u(\pi) &= 0,
\end{align*}
\]

has a nontrivial nonnegative solution.

**Proof:** Critical points of the functional

\[
\phi : H^1_0(0,\pi) \to \mathbb{R}, u \mapsto \int_0^\pi \left[ u''^2(t) - \frac{(u^+)^4(t)}{4} \right] dt
\]

are solutions of

\[
\begin{align*}
u'' + (u^+)^3 &= 0, \\
u(0) &= 0, \\
u(\pi) &= 0
\end{align*}
\]

and, as these solutions are nonnegative, they are solutions of (2.3).
Observe then that $\phi$ has a mountain pass geometry. First, for $\epsilon > 0$ small enough $\alpha(t) = -\epsilon$ and $\beta(t) = \epsilon \sin t$ are strict lower and upper solution of $(2.4)$. Hence by Theorem 2.2, the problem $(2.4)$ has a solution $u_0$ which is a local minimizer of $\phi$. Next, there exists $R > 0$ such that $\phi(R \sin t) < \phi(u_0)$.

**Claim - $\phi$ satisfies the Palais-Smale Condition (PS).** We compute
\[
\frac{1}{4} \int_0^\pi u_n^2 \, dt = |\phi(u_n) - \frac{1}{4} d\phi(u_n)(u_n)| \leq C(1 + \|u_n\|_{H^1_0}),
\]
and hence, there exists $D > 0$ so that, for all $n \in \mathbb{N}$, $\|u_n\|_{H^1_0} \leq D$. This allows to conclude by Theorem A-2.1.

**Conclusion -** By the characterization of minimizers (Theorem A-2.4) either $\phi$ has two minimizers or we can apply the Mountain Pass Theorem (Theorem A-2.3). The conclusion follows in both cases.

**Example 2.2** Consider the problem
\[
u'' + g(u) = 0, \quad u(0) = 0, \quad u(\pi) = 0,
\]
where $g \in C([0, A])$ is such that $g(0) = 0$, $g(A) = 0$, and there exists $r > 0$ such that $g(u) \leq u$ on $[0, r]$. Assume there exists a strict lower solution $\alpha$ with $0 \prec \alpha \leq A$. Then the problem $(2.5)$ has at least two solutions $u_1$, $u_2$, with $0 \preceq u_1 \preceq u_2 \leq A$ and $u_2 \succ \alpha$.

To prove this we first extend $g$ to the whole line $\bar{g}(u) = g(u)$, if $0 \leq u \leq A$, $= 0$, otherwise.

Define then
\[
\bar{\phi} : H^1_0(0, \pi) \to \mathbb{R}, u \mapsto \int_0^\pi \left[\frac{u'^2(t)}{2} - \bar{G}(u(t))\right] \, dt,
\]
where $\bar{G}(u) = \int_0^u g(s) \, ds$. As in Example 2.1, it is easy to see that any nontrivial critical point $u$ of $\bar{\phi}$ is a solution of $(2.5)$ with $0 \leq u \leq A$.

Clearly $\bar{\phi}(u) \geq 0$ if $\|u\|_\infty \leq r$ i.e. if $\|u\|_{H^1}$ is small enough so that $0$ is a local minimum of $\bar{\phi}$ in $H^1_0(0, \pi)$. Moreover, any $B > A$ is a strict upper solution so that by Theorem 2.2, $\bar{\phi}$ has a local minimizer $u_0 \in H^1_0(0, \pi)$ with $\alpha \prec u_0 \prec B$. This minimizer solves $(2.5)$ so that $\alpha \prec u_0 \leq A$. Hence $\bar{\phi}$ has two distinct local minima. It satisfies the Palais-Smale Condition (PS) so that by a consequence of the Mountain Pass Theorem (Corollary A-2.5), $\bar{\phi}$ has another nontrivial critical point $u_1$. By Theorem II-2.6, there is a maximal solution $u_2$ of $(2.5)$ in $[0, A]$. In particular $u_0 \leq u_2$ and $u_1 \leq u_2$ with $u_0$ and $u_1$ distinct. Therefore either $u_0$ or $u_1$ differs from $u_2$ and the result is proved.
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The above results apply to other boundary value problems as follows from the following theorem.

**Theorem 2.3** Let \( \alpha \) and \( \beta \) be strict \( W^{2,1} \)-lower and upper solutions of the periodic problem (1.6) (resp. of the Neumann problem (1.8)) with \( \alpha < \beta \) and \( E \) be defined by (1.3). Assume \( f : E \rightarrow \mathbb{R} \) is an \( L^1 \)-Carathéodory function.

Then there exists a local minimizer \( u \) of the functional \( \phi \) defined by (1.7) (resp. by (1.9)). Further, this minimizer is a solution of (1.6) (resp. of (1.8)) such that \( \alpha < u < \beta \).

**Exercise 2.1** Prove the above result.

The following theorem applies the previous ideas to the parametric problem

\[
\begin{align*}
u'' + \lambda f(t,u) &= 0, \\
u(a) &= 0, \quad \nu(b) = 0. 
\end{align*}
\]

**Theorem 2.4** Let \( f : [a, b] \times \mathbb{R} \rightarrow \mathbb{R} \) be an \( L^1 \)-Carathéodory function. Assume

(a) \( f(t, 0) \geq 0 \) a.e. on \([a, b]\);
(b) there exist \( B_1, \ldots, B_n \) such that \( 0 < B_1 < \ldots < B_n \) and for \( i \in \{1, \ldots, n\} \),
\[
f(t, B_i) \leq 0 \quad \text{a.e. on } [a, b];
\]
(c) there exist \( A_1, \ldots, A_{n-1} \) and \( \nu_1, \ldots, \nu_{n-1} > 0 \) such that
\[
B_1 < A_1 < B_2 < \ldots < A_{n-1} < B_n
\]
and for \( i \in \{1, \ldots, n-1\} \) and all \( (t, u) \in [a, b] \times [0, B_i] \)
\[
F(t, A_i) > F(t, u) + \nu_i,
\]
where \( F(t, u) = \int_0^u f(t, s) \, ds \);
(d) there exists \( k \in L^1([a, b]) \) such that, for a.e. \( t \in [a, b] \) and all \( u \in [0, B_n] \),
\[
f(t, u) + k(t)u \text{ is nondecreasing.}
\]

Then there exists \( \bar{\lambda} \) such that, for all \( \lambda > \bar{\lambda} \), the problem (2.6) has at least \( 2n - 1 \) ordered solutions
\[
0 \leq u_1 < u_2 < \ldots < u_{2n-1}.
\]

**Remark 2.2** (a) Roughly speaking the above hypotheses imply that, for fixed \( t \), the graph of \( f(t, \cdot) \) has \( n \) positive humps and \( n \) negative ones, each positive hump having greater area than the previous negative one.
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(b) In case \( F(t, A_i) > F(t, u) \) for all \((t, u) \in [a, b] \times [0, B_i]\) is not satisfied, the theorem is no more valid. Consider for example the problem
\[
u'' + \lambda \cos u = 0, \quad u(a) = 0, \quad u(b) = 0.
\]
By elementary methods, it is easy to see that for \( \lambda > 0 \) this problem has a unique positive solution \( u \) with \( \|u\|_{\infty} < \frac{\pi}{2} \).

(c) More qualitative properties of the set of solutions can be found in [97] and [201].

**Proof:** Define first
\[
\bar{f}(t, u) = f(t, u), \quad \text{if } u \geq 0,
\]
\[
= f(t, 0), \quad \text{if } u < 0,
\]
and
\[
\bar{\phi} : H^1_0(a, b) \to \mathbb{R}, u \mapsto \int_a^b \left[ \frac{u''^2(t)}{2} - \lambda F(t, u(t)) \right] dt,
\]
where \( F(t, s) = \int_0^s f(t, x) \, dx \). Notice that critical points of \( \bar{\phi} \) are solutions of
\[
u'' + \lambda \bar{f}(t, u) = 0,
\]
\[u(a) = 0, \quad u(b) = 0.\] (2.7)

Such solutions are nonnegative and therefore solve (2.6).

Let \( A_0 \) be a negative constant and observe it is a strict lower solution of (2.7). Next we deduce from assumptions (b), (d) and Proposition III-2.7 that for all \( i \in \{1, \ldots, n\} \), \( B_i \) is a strict upper solution.

**Step 1** - By Theorem 2.2, there exists a local minimizer \( u_1 \) of \( \bar{\phi} \) in \( H^1_0(a, b) \) which is a solution of (2.7) such that \( A_0 \prec u_1 \prec B_1 \). Solutions of (2.7) are nonnegative so that
\[
\bar{\phi}(u_1) = \min_{v \in H^1_0(a, b)} \{ \bar{\phi}(v) : 0 \leq v \leq B_1 \}.
\]

**Step 2** - There exists \( w \in H^1_0(a, b) \) and \( \Lambda_1 > 0 \) such that \( u_1 \leq w \leq B_2 \) and for \( \lambda > \Lambda_1 \), \( \bar{\phi}(w) < \bar{\phi}(u_1) \). Let \( h \in L^1(a, b) \) be such that, for a.e. \( t \in [a, b] \) and all \( u \in [0, A_1] \), \( |f(t, u)| \leq h(t) \) and let \( \delta > 0 \) satisfy
\[
2A_1 \int_{[a, b] \setminus [a+\delta, b-\delta]} h(t) \, dt < \nu_1(b-a).
\]
Choose \( w \in H^1_0(a, b) \) to be such that \( w(t) = A_1 \) on \([a + \delta, b - \delta]\) and \( u_1 \leq w \leq A_1 \). We compute, for \( \lambda \) large enough,
2. Local minimum of the functional

\[ \overline{\phi}(w) - \overline{\phi}(u_1) = \int_a^b \left[ \frac{w'^2(t)}{2} - \frac{u_1'^2(t)}{2} \right] dt - \lambda \int_a^b [F(t, A_1) - F(t, u_1(t))] dt \]

\[ + \lambda \int_{[a,b]\setminus[a+\delta,b-\delta]} [F(t, A_1) - F(t, w(t))] dt \]

\[ \leq \int_a^b \frac{w'^2(t)}{2} dt - \lambda \left[ u_1(b-a) - \int_{[a,b]\setminus[a+\delta,b-\delta]} h(t)A_1 dt \right] \]

\[ \leq \int_a^b \frac{w'^2(t)}{2} dt - \lambda \nu_1 \frac{(b-a)}{2} < 0. \]

**Step 3** - By Step 2,

\[ \min_{v \in H^1_0(a,b)} \overline{\phi}(v) < \overline{\phi}(u_1). \]

Hence, by Theorem 1.1, there exists \( u_3 \) solution of (2.7) such that \( u_1 \leq u_3 \leq B_2 \) and

\[ \overline{\phi}(u_3) = \min_{v \in H^1_0(a,b)} \overline{\phi}(v). \]

Arguing as in Proposition III-2.7 and using assumption (d), we prove \( u_1 \prec u_3 \). Hence using Theorem 2.1, we prove \( u_3 \) is a local minimizer of \( \overline{\phi} \) in \( H^1_0(a,b) \).

**Step 4** - Consider now the modified function

\[ \tilde{f}(t, u) = \begin{cases} f(t, u_1(t)) & \text{if } u < u_1(t), \\ f(t, u) & \text{if } u_1(t) \leq u \leq u_3(t), \\ f(t, u_3(t)) & \text{if } u_3(t) < u, \end{cases} \]

and the corresponding functional

\[ \tilde{\phi} : H^1_0(a,b) \to \mathbb{R}, u \mapsto \int_a^b \left[ \frac{u'^2(t)}{2} - \lambda\tilde{F}(t, u(t)) \right] dt, \]

where \( \tilde{F}(t, s) = \int_0^s \tilde{f}(t, x) dx \). Let us prove that \( u_1 \) and \( u_3 \) are local minimum of \( \tilde{\phi} \) in \( H^1_0(a,b) \). To this end, observe that

\[ \tilde{F}(t, u) = \begin{cases} f(t, u_1(t))u, & \text{if } u < u_1(t), \\ f(t, u_1(t))u_1(t) + \mathcal{F}(t, u) - \mathcal{F}(t, u_1(t)), & \text{if } u_1(t) \leq u \leq u_3(t), \\ f(t, u_1(t))u_1(t) + \mathcal{F}(t, u_3(t)) - \mathcal{F}(t, u_1(t)) + \tilde{f}(t, u_3(t))(u - u_3(t)), & \text{if } u_3(t) < u. \end{cases} \]
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For $u$ close to $u_1$ in $C^1$-norm, $u \leq u_3$ and, as $u_1$ is a solution of (2.7), we have
\[
\tilde{\phi}(u) - \tilde{\phi}(u_1) = \int_a^b \left[ \frac{(u'_{1} + (u - u_1)^+)^2}{2} - \lambda \mathcal{F}(t, u_1 + (u - u_1)^+) \right] dt \\
- \int_a^b \frac{u'_{1}^2(t)}{2} - \lambda \mathcal{F}(t, u_1) \right] dt + \int_a^b \frac{(u - u_1)^2}{2} dt \\
- \int_a^b [u'_{1}(u - u_1)^- - \lambda \tilde{f}(t, u_1)(u - u_1)^-] dt \\
= \tilde{\phi}(u_1 + (u - u_1)^+) - \tilde{\phi}(u_1) + \int_a^b \frac{(u - u_1)^2}{2} dt \\
\]
and hence, by Theorem 2.1, $u_1$ is a local minimum of $\tilde{\phi}$ in $H^1_0(a, b)$. In the same way, we prove that $u_3$ is a local minimum of $\tilde{\phi}$. Notice that $\tilde{\phi}$ satisfies the Palais-Smale Condition so that by Corollary A-2.5, there exists $u_2$ critical point of $\tilde{\phi}$ and hence solution of
\[
u'' + \lambda \tilde{f}(t, u) = 0, \\
\nu(a) = 0, \; \nu(b) = 0.
\]
As in Theorem II-2.1, we deduce from the definition of $\tilde{f}(t, u)$, that $u_1 \leq u_2 \leq u_3$. Using again assumption (d) we obtain $u_1 \prec u_2 \prec u_3$.

Conclusion - Iterating this process, we obtain the required solutions.

We can now write a variational version of Amann’s Three Solutions Theorem.

**Exercise 2.2** Let $\alpha_1, \beta_1$ and $\alpha_2, \beta_2 \in C([a, b])$ be two pairs of $W^{2,1}$-lower and upper solutions of (1.1) such that on $[a, b]$
\[
\alpha_1(t) \leq \beta_2(t), \; \alpha_1(t) \leq \beta_1(t), \; \alpha_2(t) \leq \beta_2(t)
\]
and there exists $t_0 \in [a, b]$ with
\[
\alpha_2(t_0) > \beta_1(t_0).
\]
Assume further $\beta_1$ and $\alpha_2$ are strict upper and lower solutions.

Let $E$ be defined by (1.3) (with $\alpha = \min\{\alpha_1, \alpha_2\}$ and $\beta = \max\{\beta_1, \beta_2\}$) and suppose $f : E \to \mathbb{R}$ is an $L^1$-Carathéodory function.

Prove that the problem (1.1) has at least three solutions $u_1, u_2, u_3 \in W^{2,1}(a, b)$ such that
\[
\alpha_1 \leq u_1 \leq \min\{\beta_1, \beta_2\}, \; \max\{\alpha_1, \alpha_2\} \leq u_2 \leq \beta_2, \; u_1 \leq u_3 \leq u_2.
\]
If moreover $\alpha_1$ and $\beta_2$ are strict and $f(t, u) + k(t)u$ is nondecreasing in $u$ for some $k \in L^1(a, b)$, prove that $u_1$ and $u_2$ are local minima of $\phi$.
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3. The minimax method

3.1 The minus gradient flow

One of the main techniques in variational methods uses the deformation of paths or surfaces along the minus gradient (or pseudo-gradient) flow. In this section, we study the dynamical system associated with this flow.

We shall define the minus gradient flow using the following assumptions:

(H) Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R}, (t, u) \mapsto f(t, u) \) be an \( L^1 \)-Carathéodory function, locally Lipschitz in \( u \). Let also \( m \in L^1(a, b) \) be such that \( m > 0 \) a.e. in \([a, b]\) and \( f(t, u) + m(t)u \) is increasing in \( u \).

Now, let us define on \( H^1_0(a, b) \) the scalar product

\[
(u, v)_{H^1_0} = \int_a^b [u'(t)v'(t) + m(t)u(t)v(t)] \, dt
\]

and let

\[
F(t, u) = \int_0^u f(t, s) \, ds.
\]

It is then easy to see that the functional

\[
\phi : H^1_0(a, b) \to \mathbb{R}, u \mapsto \int_a^b \left[ \frac{u'^2(t)}{2} - F(t, u(t)) \right] \, dt
\]

is of class \( C^1 \) and

\[
\nabla \phi(u) = u - KN(u), \tag{3.1}
\]

where

\[
N : H^1_0(a, b) \to L^1(a, b), u \mapsto f(t, u) + m(t)u,
\]

\[
K : L^1(a, b) \to H^1_0(a, b), h \mapsto Kh \tag{3.2}
\]

and \( Kh \) is defined to be the unique solution of

\[-u'' + m(t)u = h(t), \quad u(a) = 0, \quad u(b) = 0.\]

Let us notice at last that if Assumptions (H) are satisfied, the function

\[
\nabla \phi : C^1_0([a, b]) \to C^1_0([a, b]),
\]

defined from (3.1), is locally lipschitzian. Next, we define a \( C^1 \)-function \( \psi_r : \mathbb{R} \to [0, 1] \) such that \( \psi_r(s) = 1 \) if \( s \geq r \) and \( \psi_r(s) = 0 \) if \( s \leq r - 1 \).
We consider then the Cauchy problem

$$\frac{d}{dt}u = -\psi_r(\phi(u)) \nabla \phi(u) = -\psi_r(\phi(u))(u - KN(u)), \quad u(0) = u_0,$$

where $u_0 \in C^1_0([a, b])$. From the theory of ordinary differential equations, we know that the solution $u(\cdot; u_0)$ of (3.3) exists, is unique and is defined in the future on a maximal interval $[0, \omega(u_0)]$. We also know that for any $t \in [0, \omega(u_0)]$, the function $u(t; \cdot) : C^1_0([a, b]) \to C^1_0([a, b])$ is continuous. We call the minus gradient flow the local dynamical system defined on $C^1_0([a, b])$ by $u(t; u_0)$.

We could have defined the minus gradient flow in $X = C_0([a, b])$ or $H^1_0(a, b)$. However, such choices are not suitable in our context. We have to work with sets such as $\{ u \in X \mid u < \beta \}$ and $\{ u \in X \mid u > \alpha \}$, where $\alpha$ and $\beta$ are lower and upper solutions that can satisfy the boundary conditions. With the $C_0([a, b])$ or the $H^1_0(a, b)$-topology, these sets have in such a case an empty interior which creates major difficulties.

A first result shows that the solutions of (3.3) are defined for all $t \geq 0$.

**Proposition 3.1** Let Assumptions $(H)$ be satisfied and $u(t; u_0)$ be the minus gradient flow defined for some $r \in \mathbb{R}$. Then for any $u_0 \in C^1_0([a, b])$ we have $\omega(u_0) = +\infty$.

**Proof:** Notice that

$$\frac{d}{dt} \phi(u(t; u_0)) = (\nabla \phi(u(t; u_0)), \frac{d}{dt}u(t; u_0))_{H^1_0}$$

$$= -\psi_r(\phi(u(t; u_0))) \| \nabla \phi(u(t; u_0)) \|_{H^1_0}^2,$$

which implies that for all $t \in [0, \omega(u_0)]$

$$\phi(u(t; u_0)) \leq \phi(u_0). \quad (3.4)$$

Observe also that $\phi(u(t; u_0)) \geq \min\{ r - 1, \phi(u_0) \} =: C$. At last we have for any $0 \leq t_1 < t_2 < \omega(u_0)$

$$\| u(t_2; u_0) - u(t_1; u_0) \|_{H^1_0} \leq \int_{t_1}^{t_2} \psi_r(\phi(u(s; u_0))) \| \nabla \phi(u(s; u_0)) \|_{H^1_0} \, ds$$

$$\leq \left[ \int_{t_1}^{t_2} \psi_r(\phi(u(s; u_0))) \| \nabla \phi(u(s; u_0)) \|_{H^1_0}^2 \, ds \right]^{\frac{1}{2}} \left[ \int_{t_1}^{t_2} \psi_r(\phi(u(s; u_0))) \, ds \right]^{\frac{1}{2}}$$

$$\leq \left[ - \int_{t_1}^{t_2} \frac{d}{ds} \phi(u(s; u_0)) \, ds \right]^{\frac{1}{2}} \sqrt{t_2 - t_1} \leq [\phi(u_0) - C]^{\frac{1}{2}} \sqrt{t_2 - t_1}.$$
3. The minimax method

Hence, if \( \omega(u_0) < +\infty \), there exists \( u^* \in H^1_0(a,b) \) such that \( u(t; u_0) \xrightarrow[H^1_0]{H^1_0} u^* \) as \( t \to \omega(u_0) \). It follows that the function \( u(\cdot; u_0) : [0, \omega(u_0)] \to C([a,b]) \), where \( u(\omega(u_0); u_0) = u^* \), is continuous and \( KNu(\cdot; u_0) \in C([0, \omega(u_0)], C^1_0([a,b])) \).

Let \( a(t) = \psi_r(\phi(u(t; u_0))) \). For all \( t \in [0, \omega(u_0)] \), we can write

\[
 u(t; u_0) = u_0 e^{-\int_0^t a(r) \, dr} + \int_0^t e^{-\int_s^t a(r) \, dr} a(s) KNu(s; u_0) \, ds \in C^1_0([a,b]).
\]

Hence, \( u(\cdot; u_0) : [0, \omega(u_0)] \to C^1_0([a,b]) \) is continuous, which implies

\[
 u(t; u_0) \xrightarrow[C^1_0]{C^1_0} u^* \quad \text{as} \quad t \to \omega(u_0).
\]

This contradicts the maximality of \( \omega(u_0) \).

3.2 Invariant sets

An important property of the cones

\[
 C_\alpha = \{ u \in C^1_0([a,b]) \mid u \succ \alpha \} \quad (3.5)
\]

and

\[
 C_\beta = \{ u \in C^1_0([a,b]) \mid u \prec \beta \}, \quad (3.6)
\]

which are associated to lower and upper solutions \( \alpha \) and \( \beta \) of (1.1), is that they are positively invariant. To make this precise, let us introduce the following definitions.

**Definition 3.1** Let \( u(t; u_0) \) be the minus gradient flow defined for some \( r \in \mathbb{R} \). A nonempty set \( M \subset C^1_0([a,b]) \) is called a positively invariant set if

\[
 \forall u_0 \in M, \forall t \geq 0, \quad u(t; u_0) \in M.
\]

As a first example, notice that (3.4) implies that the set

\[
 \phi^c = \{ u \in C^1_0([a,b]) \mid \phi(u) < c \}
\]

is positively invariant. Also, unions and intersections of positively invariant sets are positively invariant.

To investigate the cones \( C_\alpha \) and \( C_\beta \) we need the following lemma.

**Lemma 3.2** Let Assumptions (H) be satisfied. Assume \( \alpha \in W^{2,1}(a,b) \) is a lower solution of (1.1).

Then for all \( u \geq \alpha \), we have \( KNu \geq \alpha \), where \( K \) and \( N \) are defined by (3.2).
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Proof: Let \( u \geq \alpha \), set \( w = KNu - \alpha \) and observe that \( w \) satisfies

\[
\begin{align*}
-w'' + m(t)w &= f(t, u(t)) + m(t)u(t) - (-\alpha''(t) + m(t)\alpha(t)) \\
&\geq f(t, u(t)) + m(t)u(t) - (f(t, \alpha(t)) + m(t)\alpha(t)) \geq 0,
\end{align*}
\]

\( w(a) \geq 0, \ w(b) \geq 0. \)

It follows from the maximum principle that \( w \geq 0. \)

Proposition 3.3 Let Assumptions (H) be satisfied and \( u(t;u_0) \) be the minus gradient flow defined for some \( \alpha \). Assume \( \alpha \in W^{2,1}(a,b) \) is a lower solution of (1.1). Then the set \( C_\alpha \) defined from (3.5) is positively invariant.

Similarly, if \( \beta \in W^{2,1}(a,b) \) is an upper solution of (1.1), the set \( C^{3} \) defined from (3.6) is positively invariant.

Proof: If the claim is wrong, we can find \( u_0 \in C_\alpha \) and \( t_1 > 0 \) so that for all \( t \in [0,t_1[, \ u(t; u_0) \in C_\alpha \) and \( u(t_1; u_0) \in \partial C_\alpha \). Let \( w(t) = u(t; u_0) - \alpha \), define \( a(t) = \psi_r(\phi(u(t; u_0))) \) and observe that for all \( t \in [0,t_1[ \)

\[
\frac{d}{dt}w(t) = \frac{d}{dt}u(t; u_0) = -a(t)(u(t; u_0) - KN(u(t; u_0))) = -a(t)w(t) + h(t),
\]

where from Lemma 3.2, \( h(t) = a(t)(KN(u(t; u_0)) - \alpha) \geq 0 \) for \( t \in [0,t_1[ \). As \( w(0) = u_0 - \alpha > 0 \) we have

\[
w(t_1) = w(0)e^{-\int_{0}^{t_1}a(r)\,dr} + \int_{0}^{t_1}e^{-\int_{s}^{t_1}a(r)\,dr}h(s)\,ds \geq 0,
\]

which contradicts \( u(t_1; u_0) \in \partial C_\alpha \).

3.3 Non well-ordered lower and upper solutions

The first result of this section provides Palais-Smale type sequences from non well-ordered lower and upper solutions. As usual, this gives a solution of (1.1) with the help of the Palais-Smale condition.

Proposition 3.4 Let Assumptions (H) be satisfied. Suppose \( \alpha \) and \( \beta \in W^{2,1}(a,b) \) are lower and upper solutions of (1.1) and \( \alpha \not\preceq \beta \). Define \( C_\alpha \) and \( C^{3} \) from (3.5) and (3.6),

\[
\begin{align*}
\Gamma &= \{ \gamma \in C([0,1], C^1([a,b])) \mid \gamma(0) \in C^{3}, \ \gamma(1) \in C_\alpha \}, \\
T_\gamma &= \{ s \in [0,1] \mid \gamma(s) \in C^3([a,b]) \setminus (C^{3} \cup C_\alpha) \}, \quad \sigma \in \gamma \}
\end{align*}
\]
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and assume
\[ c := \inf_{\gamma \in T} \max_{s \in T} \phi(\gamma(s)) \in \mathbb{R}, \]
where \( \phi(u) \) is defined from (1.2). At last, let \( u(t;u_0) \) be the minus gradient
flow defined with \( r = c - 1 \).

Then, for any \( \delta \in [0,1[ \) there exist \( u_0 \in C^1_0([a,b]) \) such that
\[ \forall t > 0, \quad u(t;u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C^\beta \cup C^\alpha) \]
and there exists an increasing unbounded sequence \( (t_n)_n \subset \mathbb{R}^+ \) such that
\[ \nabla \phi(u(t_n;u_0)) H^1_0 \not\rightarrow 0 \quad \text{as} \quad n \rightarrow \infty. \]

**Proof:** Let us fix \( \delta \in [0,1[ \) and define \( E = \phi^{c-\delta} \cup C^\alpha \cup C^\beta \). Observe that \( E \) is
positively invariant. Define \( A(E) = \{ u_0 \in C^1_0([a,b]) \mid \exists t \geq 0, \ u(t;u_0) \in E \} \).
Obviously, this set is open and positively invariant. Consider a path \( \gamma \in \Gamma \)
so that for all \( s \in T_\gamma \), \( \phi(\gamma(s)) \leq c + \delta \).

**Claim:** There exists \( u_0 \in \gamma(T_\gamma) \setminus A(E) \). Assume by contradiction that for
every \( s \in T_\gamma, \gamma(s) \in A(E) \), i.e. that for every \( s \in [0,1], \gamma(s) \in A(E) \).

Let us prove first that in such a case there exists \( T \geq 0 \) such that
for all \( s \in [0,1], u(T;\gamma(s)) \in E. \) For any \( s \in [0,1], \) we can find \( t_s \geq 0 \)
such that \( u(t_s;\gamma(s)) \in E. \) Assume next that for every \( n \in \mathbb{N}, \) there exists
\( s_n \in [0,1] \) such that \( u(n,\gamma(s_n)) \notin E \). Going to a subsequence, we can
assume \( s_n \rightarrow s^* \in [0,1] \) and, using the contradiction assumption, there
exists \( t_{s^*} \geq 0 \) such that \( u(t_{s^*};\gamma(s^*)) \in E \). As \( E \) is open, for all \( n \) large
enough \( u(t_{s^*};\gamma(s_n)) \in E \) which leads to a contradiction as \( E \) is positively
invariant and \( u(n;\gamma(s_n)) \notin E \).

Notice now that \( u(T;\gamma(\cdot)) \) is in \( \Gamma \) and such that \( \phi(u(T;\gamma(\cdot))) \leq c - \delta \) on
\( T_\gamma \) which contradicts the definition of \( c \).

**Conclusion –** By construction of \( A(E) \) and as \( \phi(u(\cdot;u_0)) \) is non-increasing,
we have for all \( t > 0, \ u(t;u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C^\beta \cup C^\alpha). \) Hence, \( u \)
satisfies
\[ \frac{d}{dt}u = -\nabla \phi(u) \]
and there exists an increasing unbounded sequence \( (t_n)_n \) which verifies
\[ \frac{d}{dt}\phi(u(t_n;u_0)) = -\|\nabla \phi(u(t_n;u_0))\|_{H^1_0}^2 \rightarrow 0. \]

In order to obtain existence of solutions of (1.1), we need to prove that
the sequence \( (u(t_n;u_0))_n \) converges towards such a solution. This holds true
in case we assume the Palais-Smale Condition (PS).

February 19, 2005
Theorem 3.5  Let Assumptions (H) be satisfied. Suppose $\alpha$ and $\beta \in W^{2,1}(a,b)$ are lower and upper solutions of (1.1) and $\alpha \not\leq \beta$. Define $\Gamma$ and $T_\gamma$ from (3.7) and assume
\[
c := \inf_{\gamma \in \Gamma} \max_{s \in T_\gamma} \phi(\gamma(s)) \in \mathbb{R},
\]
where $\phi(u)$ is defined from (1.2). Assume at last the Palais-Smale Condition (PS) is satisfied.

Then there exists $v \in C^1_0([a,b]) \setminus (C^\beta \cup C_\alpha)$ solution of (1.1) such that $\phi(v) = c$.

Proof: Let $u(t; u_0)$ be the minus gradient flow defined with $r = c - 1$.

Part 1 – For any $k \in \mathbb{N}$, there exists $v_k \in H^1_0(a,b)$ such that
\[
c - \frac{1}{k} \leq \phi(v_k) \leq c + \frac{1}{k} \quad \text{and} \quad \nabla \phi(v_k) = 0.
\]

Let us fix $k \in \mathbb{N}$. From Proposition 3.4, there exist $u_k \in C^1_0([a,b])$ such that
\[
\forall t > 0, \quad u(t; u_k) \in \phi^{-1}([c - \frac{1}{k}, c + \frac{1}{k}]) \setminus (C^\beta \cup C_\alpha).
\]
and there exists an increasing unbounded sequence $(t_n)_n \subset \mathbb{R}^+$ such that
\[
\nabla \phi(u(t_n; u_k)) \overset{H^1_0}{\to} 0 \quad \text{as} \quad n \to \infty.
\]

Notice that $\phi(u(t_n; u_k)) > c - 1$ so that $u(t_n; u_k)$ solves
\[
\frac{d}{dt} u = -\nabla \phi(u), \quad u(0) = u_k.
\]

Using the Palais-Smale Condition (PS), there exists a subsequence that we still write $(u(t_n; u_k))_n$ and $v_k \in H^1_0(a,b)$ such that
\[
u(t_n; u_k) \overset{H^1_0}{\to} v_k \quad \text{as} \quad n \to \infty,
\]
\[
c - \frac{1}{k} \leq \phi(v_k) \leq c + \frac{1}{k} \quad \text{and} \quad \nabla \phi(v_k) = 0.
\]

Part 2 – $v_k \in C^1_0([a,b]) \setminus (C^\beta \cup C_\alpha)$.

Claim 1: There exists $R > 0$ such that for all $s \in [0, +\infty[$,
\[
\|u(s; u_k)\|_{H^1_0} \geq R \quad \text{implies} \quad \|\nabla \phi(u(s; u_k))\|_{H^1_0} \geq R.
\]
If not, there exists a sequence $(s_m)_m \subset [0, +\infty[$ such that
\[
\|u(s_m; u_k)\|_{H^1_0} \geq m \quad \text{and} \quad \|\nabla \phi(u(s_m; u_k))\|_{H^1_0} < \frac{1}{m}.
\]
As $\phi(u(t; u_k))$ is bounded, by Palais-Smale Condition, there exists a subsequence $(s_{m_j})_j$ so that $u(s_{m_j}; u_k)$ converges in $H^1_0(a,b)$ which contradicts (3.8).
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Claim 2 : \( \|u(t; u_k)\|_{H^1_0} \) is bounded on \( \mathbb{R}^+ \). Assume that for some \( t > 0 \), \( \|u(t; u_k)\|_{H^1_0} > R_0 = \max\{\|u_k\|_{H^1_0}, R\} \). Then there exists \( t_1 \in [0, t] \) so that \( \|u(t_1; u_k)\|_{H^1_0} = R_0 \) and for any \( s \in [t_1, t] \), \( \|u(s; u_k)\|_{H^1_0} \geq R_0 \geq R \). It follows that

\[
|\phi(u(t; u_k)) - \phi(u(t_1; u_k))| = \int_{t_1}^{t} \|\nabla \phi(u(s; u_k))\|_{H^1_0}^2 ds \geq \frac{1}{R^2} (t - t_1).
\]

On the other hand, we have

\[
\|u(t; u_k) - u(t_1; u_k)\|_{H^1_0} = \int_{t_1}^{t} \|\nabla \phi(u(s; u_k))\|_{H^1_0}^2 ds \leq \int_{t_1}^{t} \|\nabla \phi(u(s; u_k))\|^2_{H^1_0} ds \frac{1}{2} (t - t_1)^{\frac{1}{2}}.
\]

As \( \phi(u(t; u_k)) \) is bounded, the claim follows.

Claim 3 : \( v_k \in C^1_0([a, b]) \setminus (C^3 \cup C_\alpha) \). To prove this claim let us show that for some subsequence \( u(t_n; u_k) \to v_k \). Consider the sequence \( (w_n)_n \subset C^1_0([a, b]) \), defined by

\[
w_n(r) = \int_0^{t_n} e^{-(t_n-s)} (K N u(s; u_k))(r) ds,
\]

with \( K \) and \( N \) defined from (3.2). As \( \|u(t; u_k)\|_{H^1_0} \) is bounded, there exists \( h \in L^1(a, b) \) so that

\[
|w_n''(r)| = |\int_0^{t_n} e^{-(t_n-s)} [f(\cdot, u(s; u_k)) + m(\cdot)(u(s; u_k) - K N u(s; u_k))] (r) ds| \leq \int_0^{t_n} e^{-(t_n-s)} h(r) ds \leq h(r).
\]

Using Arzelà-Ascoli Theorem, we can find a subsequence \( (w_{n_i})_i \) converging in \( C^1_0([a, b]) \). The same holds true for

\[
u(t_n; u_k) = u_k e^{-t_n} + \int_0^{t_n} e^{-(t_n-s)} K N u(s; u_k) ds,
\]
i.e.

\[
u(t_n; u_k) \xrightarrow{C^1_0} \hat{v}_k
\]

for some \( \hat{v}_k \) and as \( u(t_n; u_k) \to v_k \) the claim follows.
Conclusion – From Palais-Smale Condition, a subsequence of \((v_k)_k\) converges in \(H^1_0(a, b)\) to some function \(v\). As \(v_k = K_N v_k\), the convergence also holds in \(C^0([a, b])\), so that

\[ v \in C^0([a, b]) \setminus (C^\beta \cup C_\alpha), \quad \phi(v) = c \quad \text{and} \quad \nabla \phi(v) = 0. \]

**Theorem 3.6** Let Assumptions (H) be satisfied. Suppose \(\alpha_1, \alpha_2 \in W^{2,1}(a, b)\) are lower solutions of \((1.1)\) and \(\beta_1, \beta_2 \in W^{2,1}(a, b)\) are upper solutions of \((1.1)\), none of them being solution. Assume they satisfy

\[ \alpha_1 \leq \beta_1, \quad \alpha_2 \leq \beta_2, \quad \alpha_1 \not\leq \beta_2, \quad \alpha_2 \not\leq \beta_1. \]

Assume at last the Palais-Smale Condition (PS) is satisfied.

Then the problem \((1.1)\) has at least 7 solutions such that

\[ \alpha_1 \prec u_1 \prec \beta_1, \quad \alpha_2 \prec u_2 \prec \beta_2, \quad \alpha_1 \prec u_3, \quad u_3 \not\prec \beta_1, \quad u_3 \not\prec \alpha_2, \quad \alpha_2 \prec u_4, \quad u_4 \not\prec \beta_2, \quad u_4 \not\prec \alpha_1, \]
\[ u_5 \prec \beta_2, \quad u_5 \not\prec \beta_1, \quad u_5 \not\prec \alpha_2, \quad u_6 \prec \beta_1, \quad u_6 \not\prec \beta_2, \quad u_6 \not\prec \alpha_1, \]
\[ u_7 \text{ is not comparable with } \alpha_i \text{ and } \beta_i \text{ for } i = 1, 2. \]

**Proof:** Notice that from Proposition III-2.7 and Assumptions (H), the lower and upper solutions \(\alpha_i\) and \(\beta_i\) are strict. The two first solutions \(u_1\) and \(u_2\) are then obtained by Theorem 2.2, while the solutions \(u_i\) for \(i = 3, 4, 5, 6\) are obtained repeating the argument of Theorem 3.5 with, for example for \(u_3\),

\[ \Gamma = \{ \gamma \in C([0, 1], C_{\alpha_1}) \mid \gamma(0) \in C^{\beta_1}, \; \gamma(1) \in C_{\alpha_2} \}. \]

For what concerns the last solution, let us define

\[ \Sigma = \{ \sigma \in C([0, 1]^2, C^0([a, b])) \mid \sigma(r, 0) \in C^{\beta_2}, \sigma(0, s) \in C^{\alpha_1}, \sigma(s, 1) \in C_{\alpha_2} \}, \]
\[ T_\sigma = \{(r, s) \in [0, 1]^2 \mid \sigma(r, s) \in C^0([a, b]) \setminus (C^{\beta_1} \cup C_{\alpha_1} \cup C^{\beta_2} \cup C_{\alpha_2}) \}, \]
\[ c = \inf\{ \max_{(r, s) \in T_\sigma} \phi(\sigma(r, s)) \}. \]

and observe that \(c \in \mathbb{R}\).

Let \(u(t, u_0)\) be the minus gradient flow defined with \(r = c - 1\). We will prove that, for any \(\delta \in [0, 1]\), there exists \(u_0 \in C^0([a, b])\) such that

\[ \forall t \in [0, +\infty[, \quad u(t, u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C^{\beta_1} \cup C_{\alpha_1} \cup C^{\beta_2} \cup C_{\alpha_2}). \]

Fix \(\delta \in [0, 1]\), let \(\sigma \in \Sigma\) be such that

\[ c \leq \max_{(r, s) \in T_\sigma} \phi(\sigma(r, s)) \leq c + \delta. \]
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and define $E = \phi^{c-\delta} \cup (C^{\beta_1} \cup C_{\alpha_1} \cup C^{\beta_2} \cup C_{\alpha_2})$. Observe that $E$ is an open positively invariant set. Define $A(E) = \{u_0 \in C_0([a, b]) | \exists t \geq 0, u(t; u_0) \in E\}$.

Let us prove there exists $u_0 \in \sigma(T_{\sigma}) \setminus A(E)$. Otherwise, as in Proposition 3.4, we prove there exists $T$ so that for all $(r, s) \in [0, 1]^2$, $u(T; \sigma(r, s)) \in E$. Notice that $\bar{\sigma}(r, s) = u(T; \sigma(r, s)) \in \Sigma$, and

$$\max_{T_{\bar{\sigma}}} \phi(\bar{\sigma}(r, s)) < c - \delta.$$ 

This contradicts the definition of $c$ and proves the claim.

Hence, by construction of $A(E)$ and as $\phi(u(\cdot; u_0))$ is non-increasing, for all $t \in [0, +\infty[$,

$$u(t; u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C^{\beta_1} \cup C_{\alpha_1} \cup C^{\beta_2} \cup C_{\alpha_2}).$$

As the Palais-Smale Condition holds, we conclude repeating the proof of Theorem 3.5.

### 3.4 A four solutions theorem

This section deals with a problem (1.1) which has the trivial solution $u = 0$. We consider assumptions which imply existence of lower and upper solutions $\alpha_i, \beta_i$ so that

$$\alpha_1 \leq \beta_1 \leq 0 \leq \alpha_2 \leq \beta_2.$$ 

The Three Solutions Theorem (Theorem III-2.11) provides three solutions, two one-sign solutions $u_1 \in [\alpha_1, \beta_1]$ and $u_2 \in [\alpha_2, \beta_2]$ and a third one that can be the zero solution. The difficulty is to obtain a third nontrivial solution. Here such a result is obtained assuming the slope $\frac{f(t, u)}{u}$ crosses the two first eigenvalues.

**Theorem 3.7** Let Assumptions (H) be satisfied and assume:

(i) there exist $\lambda > \lambda_2 = \frac{4\pi^2}{(b-a)^2}$ and $\delta > 0$ such that for a.e. $t \in [a, b]$ and all $u \in [-\delta, \delta]$,

$$\frac{f(t, u)}{u} \geq \lambda;$$

(ii) there exist $\mu < \lambda_1 = \frac{\pi^2}{(b-a)^2}$ and $R > 0$ such that for a.e. $t \in [a, b]$ and all $u \in \mathbb{R}$ with $|u| \geq R$,

$$\frac{f(t, u)}{u} \leq \mu.$$ 

Then the problem (1.1) has at least three nontrivial solutions $u_i$ such that $u_1 < 0$, $u_2 > 0$ and $u_3$ changes sign.
Proof: Claim – There exists $\alpha_1 \prec 0$ which is a strict lower solution of (1.1). Let $h \in L^1(a,b)$ be such that $h \geq 0$ and for a.e. $t \in [a,b]$ and all $u \leq 0$, 

$$f(t,u) > \mu u - h(t).$$

Define then $\alpha_1$ to be the solution of

$$u'' + \mu u = h(t), \quad u(a) = 0, \quad u(b) = 0.$$

As $\mu < \lambda_1$ and $h \geq 0$ we have from the maximum principle $\alpha_1 \prec 0$ and

$$\alpha_1''(t) + f(t,\alpha_1(t)) > \alpha_1''(t) + \mu \alpha_1(t) - h(t) = 0, \quad \alpha_1(a) = 0, \quad \alpha_1(b) = 0,$$

i.e. $\alpha_1 \prec 0$ is a lower solution which is not a solution. Using Assumptions (H), it follows from Proposition III-2.7 that $\alpha_1$ is a strict lower solution.

Claim – There exists $\beta_2 \succ 0$ which is a strict upper solution of (1.1). We construct $\beta_2$ as we did for $\alpha_1$.

The modified problem. Consider the modified problem

$$u'' + \bar{f}(t,u) = 0, \quad u(a) = 0, \quad u(b) = 0,$$

(3.9)

where

$$\bar{f}(t,u) = f(t,\alpha_1(t)), \quad \text{if} \; u < \alpha_1(t),$$

$$= f(t,u), \quad \text{if} \; \alpha_1(t) \leq u \leq \beta_2(t),$$

$$= f(t,\beta_2(t)), \quad \text{if} \; u > \beta_2(t),$$

and the corresponding functional

$$\bar{\phi}(u) = \int_a^b \frac{u'^2(t)}{2} - \bar{F}(t,u(t))] dt,$$

with $\bar{F}(t,u) = \int_0^u \bar{f}(t,s) ds$. As usually (see Theorem II-2.1) it is easy to see that every solution $u$ of (3.9) satisfies $\alpha_1 \leq u \leq \beta_2$ and is a solution of (1.1).

Existence of the solutions $u_1$ and $u_2$. Define $\varphi_1(t) = \sin(\pi \frac{t-a}{b-a})$ and fix $\epsilon > 0$ small enough so that $\epsilon < \min\{\delta/4, \lambda - \lambda_2\}, -4\epsilon \varphi_1 \succ \alpha_1$ and $4\epsilon \varphi_1 \prec \beta_2$. It is easy to see that $\beta_1 = -\epsilon \varphi_1$ and $\alpha_2 = \epsilon \varphi_1$ are respectively upper and lower solutions of (1.1) but are not solutions since

$$-\beta_1''(t) = -\epsilon \lambda_1 \varphi_1(t) > f(t,-\epsilon \varphi_1(t)) = f(t,\beta_1(t)),$$

$$-\alpha_2''(t) = \epsilon \lambda_1 \varphi_1(t) < f(t,\epsilon \varphi_1(t)) = f(t,\alpha_2(t)),$$

Using Assumptions (H) and Proposition III-2.7, these are strict upper and lower solutions. Theorem 1.1 applies then with $\alpha = \alpha_i$ and $\beta = \beta_i$, which implies the existence of solutions $u_1 \in C^{\beta_i}$ and $u_2 \in C_{\alpha_2}$.
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Existence of a third nontrivial solution. Observe that as \( \bar{\phi} \) is coercive, it satisfies the Palais-Smale Condition and we can apply Theorem 3.5 with \( \alpha = \alpha_2 \) and \( \beta = \beta_1 \). This proves the existence of a solution \( u_3 \in C^1_0([a, b]) \setminus (C^{\beta_1} \cup C^{\alpha_2}) \), i.e. \( u_3 \neq u_1 \) and \( u_3 \neq u_2 \). The main problem is to see that \( u_3 \) is not the trivial solution. To this aim, we prove that \( c = \bar{\phi}(u_3) < 0 = \bar{\phi}(0) \).

Define \( \Gamma \) from (3.7), with \( \alpha = \alpha_2, \beta = \beta_1, \) and \( \gamma \in \Gamma \) by

\[
\gamma(s) = 2\epsilon[(2s - 1)\varphi_1 + (1 - |2s - 1|)\varphi_2],
\]

where \( \varphi_2(t) = \sin(2\pi \frac{t - a}{b - a}) \). Observe that

\[
\gamma(0) = -2\epsilon \varphi_1 < \beta_1, \quad \gamma(1) = 2\epsilon \varphi_1 > \alpha_2,
\]

\[
\alpha_1 < -4\epsilon \varphi_1 \leq \gamma(s) < 4\epsilon \varphi_1 < \beta_2 \quad \text{for all } s \in [0, 1].
\]

Moreover,

\[
\bar{\phi}(\gamma(s)) = \int_a^b [2\epsilon^2((2s - 1)^2\varphi_1^2(t) + (1 - |2s - 1|)^2\varphi_2^2(t))
- F(t, 2\epsilon[(2s - 1)\varphi_1(t) + (1 - |2s - 1|)\varphi_2(t)])] \, dt
\leq \int_a^b [2\epsilon^2((2s - 1)^2\lambda_1 \varphi_1^2(t) + (1 - |2s - 1|)^2\lambda_2 \varphi_2^2(t))
- \lambda 2\epsilon^2[(2s - 1)\varphi_1(t) + (1 - |2s - 1|)\varphi_2(t)]^2] \, dt
\leq \epsilon^2(b - a)[(2s - 1)^2(\lambda_1 - \lambda) + (1 - |2s - 1|)^2(\lambda_2 - \lambda)]
\leq \epsilon^2(b - a)(2s - 1)^2 + (1 - |2s - 1|)^2(\lambda_2 - \lambda)
\leq -\frac{\epsilon^2}{2}(b - a).
\]

Hence \( c \leq -\frac{\epsilon^2}{2}(b - a) < 0 \). This implies the third solution \( u_3 \) is nontrivial.

Claim – The function \( u_3 \) changes sign. Assume \( u_3 \geq 0 \) and define \( \eta = \max\{\tau \geq 0 \mid u_3 - \tau \varphi_1 \geq 0\} \). Observe first that

\[
-u_3' + m(t)u_3 = f(t, u_3) + m(t)u_3 \geq f(t, 0) = 0, \\
u_3(a) = 0, \quad u_3(b) = 0.
\]

As \( u_3 \neq 0 \), we deduce from the maximum principle that \( u_3 > 0 \) which implies that \( \eta > 0 \). Let us assume now that \( \eta < \delta \). We can find then \( t_0 \in [a, b] \) such that

\[
u_3(t_0) - \eta \varphi_1(t_0) = 0, \quad u_3'(t_0) - \eta \varphi_1'(t_0) = 0 \quad \text{and for } t \text{ close enough to } t_0
\]

\[
-(t - t_0)(u_3 - \eta \varphi_1)'(t) = (t - t_0) \int_{t_0}^t (f(s, u_3(s)) - \lambda_1 \eta \varphi_1(s)) \, ds
\geq (\lambda - \lambda_1)(t - t_0)\eta \int_{t_0}^t \varphi_1(s) \, ds > 0.
\]
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This contradicts the minimality of \( u_3 - \eta \varphi_1 \) for \( t = t_0 \). It follows that \( u_3 \geq \delta \varphi_1 > \alpha_2 \) which contradicts the localization of \( u_3 \).

We prove in a similar way that \( u_3 \) cannot be negative. Therefore \( u_3 \) changes sign.

An additional solution can be obtained combining variational method and degree theory. Here we impose that the slope \( \frac{f(t,u)}{u} \) lies between two consecutive eigenvalues for small values of \( u \).

**Theorem 3.8** Assume that \( f \in C^1([a,b] \times \mathbb{R}) \) satisfies Assumptions \((H)\) together with

(i) there exist \( p, q, k \geq 2 \) \((k \in \mathbb{N})\) and \( \delta > 0 \) such that for a.e. \( t \in [a,b] \) and all \( u \in [-\delta, \delta] \),

\[
\lambda_k := \frac{k^2 \pi^2}{(b-a)^2} < p \leq \frac{f(t,u)}{u} \leq q < \frac{(k+1)^2 \pi^2}{(b-a)^2} =: \lambda_{k+1};
\]

(ii) there exist \( \mu < \lambda_1 = \frac{\pi^2}{(b-a)^2} \) and \( R > 0 \) such that for a.e. \( t \in [a,b] \) and all \( u \in \mathbb{R} \) with \( |u| \geq R \),

\[
\frac{f(t,u)}{u} \leq \mu.
\]

Then the problem (1.1) has at least four nontrivial solutions \( u_i \) such that \( u_1 \prec 0, u_2 \succ 0 \) and \( u_3, u_4 \) change sign.

**Proof:** Part 1 – Existence of solutions \( u_1 \prec 0 \prec u_2 \). As in the proof of Theorem 3.7, we choose strict lower solutions \( \alpha_i \) and strict upper solutions \( \beta_i \) such that

\[
\alpha_1 \prec -\delta \varphi_1 \prec \beta_1 = -\varepsilon \varphi_1 \quad \text{and} \quad \alpha_2 = \varepsilon \varphi_1 \prec \delta \varphi_1 \prec \beta_2,
\]

where \( \varepsilon \in ]0, \delta[ \). From Theorem II-2.6, the problem (1.1) has two solutions \( u_1 \prec \beta_1 \) and \( u_2 \succ \alpha_2 \) such that \( u_1 \) is the maximum solution in \([\alpha_1, \beta_1]\) and \( u_2 \) is the minimum solution in \([\alpha_2, \beta_2]\). Moreover we can prove as in the proof of Theorem 3.7 that

\[
u_1 \prec -\delta \varphi_1 \quad \text{and} \quad u_2 \succ \delta \varphi_1.
\]

Part 2 – Existence of a changing sign solution \( u_3 \). Consider now the modified problem

\[
u'' + \bar{f}(t,u) = 0, \\
u(a) = 0, \quad u(b) = 0,
\]

(3.10)

February 19, 2005
3. The minimax method

where

\[ \tilde{f}(t, u) = \begin{cases} f(t, u_1(t)), & \text{if } u < u_1(t), \\ f(t, u), & \text{if } u_1(t) \leq u < u_2(t), \\ f(t, u_2(t)), & \text{if } u_2(t) \leq u, \end{cases} \]

and the corresponding functional

\[ \tilde{\phi}(u) = \int_a^b \left[ \frac{u'^2}{2} - \tilde{F}(t, u(t)) \right] dt, \]

with \( \tilde{F}(t, u(t)) = \int_0^u \tilde{f}(t, s) ds \). As usual (see Theorem II-2.1), it is easy to see that every solution of (3.10) satisfies \( u_1 \leq u \leq u_2 \) and is a solution of (1.1). As in the proof of Theorem 3.7, we see that the problem (3.10) and hence (1.1) has a third solution \( u_3 \neq 0 \), which changes sign and is such that

\[ \tilde{\phi}(u_3) = \inf_{\gamma \in \Gamma} \max_{s \in T_\gamma} \tilde{\phi}(\gamma(s)) < 0, \]

where \( \Gamma \) and \( T_\gamma \) are defined from (3.7). Notice also that \( \tilde{\phi} \) satisfies the Palais-Smale Condition.

Part 3 – Existence of the fourth nontrivial solution \( u_4 \). Assume by contradiction that the only solutions of (3.10) are \( u_1, u_2, u_3 \) and 0. As \( u_1 - 1 \) and \( \alpha_2 \) are strict lower solutions of (3.10) and \( \beta_1 \) and \( u_2 + 1 \) are strict upper solutions of (3.10), we have, by Theorem III-2.8,

\[ \deg(I - K \tilde{N}, \Omega_1) = 1 \quad \text{and} \quad \deg(I - K \tilde{N}, \Omega_2) = 1, \]

where, for \( R \) large enough,

\[ \Omega_1 = \{ u \in C_0^1([a, b]) \mid u_1 - 1 < u < \beta_1, \|u'\|_\infty < R \}, \]

\[ \Omega_2 = \{ u \in C_0^1([a, b]) \mid \alpha_2 < u < u_2 + 1, \|u'\|_\infty < R \}, \]

and \( K, \tilde{N} \) are defined from

\[ \tilde{N} : C_0^1([a, b]) \to L^1(a, b), u \mapsto \tilde{f}(t, u) + m(t)u, \]

\[ K : L^1(a, b) \to C_0^1([a, b]), h \mapsto Kh, \]

where \( Kh \) is the unique solution of

\[ -u'' + m(t)u = h(t), \quad u(a) = 0, \ u(b) = 0 \]

and \( m \) is defined in Assumption (H).

February 19, 2005
Suppose \( \bar{\phi}(u_1) \geq \bar{\phi}(u_2) \); a similar argument holds if \( \bar{\phi}(u_2) > \bar{\phi}(u_1) \). By Theorem A-2.4, there exists \( \gamma > 0 \) such that

\[
\inf \{ \bar{\phi}(u) \mid \| u - u_1 \|_{H^1_0} = \gamma \} > \bar{\phi}(u_1).
\]

Next, by Theorem A-2.3, there is a critical point of mountain pass type. As \( k \geq 2 \), it cannot be 0. Hence this point is \( u_3 \) and from Corollary A-2.7 and Theorem A-1.7, there exists \( \varepsilon > 0 \) such that

\[
\deg \left( I - K \bar{N}, B(u_3, \varepsilon) \right) = -1.
\]

Moreover, as \( K \bar{N}(C^1_0([a, b])) \subset B(0, \bar{R}) \) for some \( \bar{R} > 0 \),

\[
\deg \left( I - K \bar{N}, B(0, \bar{R}) \right) = 1.
\]

Let us prove next that, for \( r \) small enough,

\[
| \deg \left( I - K \bar{N}, B(0, r) \right) | = 1.
\]

Consider the homotopy

\[
\begin{align*}
    u'' + s \bar{f}(t, u) + (1 - s) \frac{p + q}{2} u &= 0, \\
    u(a) &= 0, \\
    u(b) &= 0.
\end{align*}
\]

(3.11)

Notice that for a.e. \( t \in [a, b] \) and all \( u \in [\max(-\delta, u_1(t)), \min(u_2(t), \delta)] \)

\[
\lambda_k < p \leq s \frac{\bar{f}(t, u)}{u} + (1 - s) \frac{p + q}{2} \leq q < \lambda_{k+1}.
\]

Any solution \( u \) of (3.11) is such that

\[
u'' + A(t)u = 0, \quad u(a) = 0, \quad u(b) = 0,
\]

with \( A(t) := s \frac{\bar{f}(t, u(t))}{u(t)} + (1 - s) \frac{p + q}{2} \). We can find \( r > 0 \) small enough such that if \( u \in \partial B(0, r) \) we have \( A(t) \in [p, q] \subset ]\lambda_k, \lambda_{k+1}[ \) for \( t \in [a, b] \). By eigenvalue comparison, we conclude that \( u \equiv 0 \). Hence, using Theorem A-1.6, we can write

\[
| \deg \left( I - K \bar{N}, B(0, r) \right) | = | \deg \left( I - K \left( \frac{p + q}{2} I \right), B(0, r) \right) | = 1.
\]

We come now to the contradiction

\[
\begin{align*}
    \deg \left( I - K \bar{N}, B(0, \bar{R}) \right) &= \deg \left( I - K \bar{N}, \Omega_1 \right) + \deg \left( I - K \bar{N}, \Omega_2 \right) \\
    &\quad + \deg \left( I - K \bar{N}, B(u_3, \varepsilon) \right) + \deg \left( I - K \bar{N}, B(0, r) \right) \\
    &= 2 - 1 \pm 1 \neq 1.
\end{align*}
\]

This proves existence of an additional nontrivial solution \( u_4 \) of (3.10). Recall that such a solution lies in \( [u_1, u_2] \) and from the definition of \( u_1 \) and \( u_2 \), \( u_4 \notin C^1 \cup C_0^1 \). Arguing as in Theorem 3.7, we prove then that this solution changes sign. 

February 19, 2005
3. The minimax method

3.5 A dual application

The result we consider in this section is somewhat dual to Theorem 3.7. Here we assume the slope $\frac{f(t,u)}{u}$ crosses the two first eigenvalues the other way round. It is lower than the first eigenvalue for small values of $|u|$ and between two consecutive ones for large $|u|$.

**Theorem 3.9** Let Assumptions (H) be satisfied together with

(i) there exist $\mu < \lambda_1 = \frac{\pi^2}{(b-a)^2}$ and $\delta > 0$ such that for a.e. $t \in [a,b]$ and all $u \in \mathbb{R}$ with $|u| \leq \delta$, $\frac{f(t,u)}{u} \leq \mu$;

(ii) there exist $p, q, k \geq 2$ ($k \in \mathbb{N}$) and $R > 0$ such that for a.e. $t \in [a,b]$ and all $u \in \mathbb{R}$ with $|u| \geq R$, $\lambda_k = \frac{k^2 \pi^2}{(b-a)^2} < p \leq \frac{f(t,u)}{u} \leq q < \frac{(k+1)^2 \pi^2}{(b-a)^2} = \lambda_{k+1}$.

Then the problem (1.1) has at least three nontrivial solutions $u_i$ such that $u_1 \prec 0$, $u_2 \succ 0$ and $u_3$ changes sign.

**Proof:** As in the proof of Theorem 3.7 we introduce $\alpha, \alpha_2$, strict lower solutions and $\beta_1, \beta$ strict upper solutions of (1.1) such that $\beta_1 \prec \alpha \prec 0 \prec \beta \prec \alpha_2$.

**Part 1 - Existence of a solution $u_1 \prec 0$ of (1.1).** Define the sequence of modified problems

$$
\begin{align*}
&u'' + f_\rho(t,u) = 0, \\
&u(a) = 0, \ u(b) = 0,
\end{align*}
$$

where

$$
\begin{align*}
f_\rho(t,u) &= f(t,u), \quad \text{if } -\rho \leq u < 0, \\
&= (1 + \rho + u)f(t,-\rho), \quad \text{if } -\rho - 1 \leq u < -\rho, \\
&= 0, \quad \text{if } u < -\rho - 1 \text{ or } 0 \leq u.
\end{align*}
$$

Notice first that solutions of (3.12) are such that $u \leq 0$. Next arguing as in Theorem III-3.3 there exists $K > 0$ such that for all $\rho > 0$ and all $u \in W^{2,1}(a,b)$, solution of (3.12) with $u \not\in C^\beta_1 \cup C_\alpha$ we have $\|u\|_{C^1} < K$.

Let $\rho > K$ be fixed and consider the modified functional

$$
\phi_\rho(u) = \int_a^b \frac{|u|^2(t)}{2} - F_\rho(t,u(t))dt,
$$
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with \( F_\rho(t, u) = \int_0^u f_\rho(t, s) \, ds \). Since \( \phi_\rho \) is coercive on \( H^1_0(a, b) \), the Palais-Smale Condition is satisfied and Theorem 3.5 with \( \alpha = \alpha \) and \( \beta = \beta_1 \) produces then a solution \( u_1 \) of (3.12) which is such that \( u_1 \notin C^{\beta_1} \cup C_\alpha \). Hence \( -\rho < -K < u_1 \leq 0 \) and \( u_1 \) is a solution of (1.1). Also, as \( u_1 \notin C_\alpha \), we have \( u_1 \neq 0 \) and using the maximum principle \( u_1 \neq 0 \).

Part 2 – Existence of a solution \( u_2 > 0 \) of (1.1). The argument is similar to the proof of Part 1.

Part 3 – Existence of a solution \( u_3 \) of (1.1) which changes sign. Let \( \varphi_1(t) = \sin(\pi \frac{t-a}{b-a}) \), \( \varphi_2(t) = \sin(2\pi \frac{t-a}{b-a}) \) and define \( \phi(u) = \int_a^b [u^2(t) - F(t, u(t))] \, dt \), with \( F(t, u) = \int_0^u f(t, s) \, ds \).

Claim 1 : \( \phi(R((2r-1)\varphi_1 + (1 - |2r-1|)\varphi_2)) \to -\infty \) as \(|R| \to \infty\), uniformly in \( r \in [0, 1] \). Let \( h \in L^1(a, b), h(t) \geq 0 \), be such that

\[
\begin{align*}
&f(t, u) \geq pu - h(t), \text{ if } u \geq 0, \\
&f(t, u) \leq pu + h(t), \text{ if } u \leq 0.
\end{align*}
\]

It follows that

\[
\begin{align*}
F(t, u) &\geq \frac{p}{2} u^2 - h(t)|u|, \\
\phi(u) &\leq \frac{1}{2} \int_a^b [u^2(t) - p(t)u^2(t)] \, dt + \int_a^b h(t)|u(t)| \, dt.
\end{align*}
\]

Hence, we compute

\[
\begin{align*}
\phi(R((2r-1)\varphi_1 + (1 - |2r-1|)\varphi_2)) &
\leq \frac{p^2}{2} \int_a^b \left( (2r-1)^2 \varphi_1^2(t) + (1 - |2r-1|)^2 \varphi_2^2(t) \right)
\end{align*}
\]

\[
-p((2r-1)^2 \varphi_1^2(t) + (1 - |2r-1|)^2 \varphi_2^2(t)) \, dt
\]

\[
+ R \int_a^b h(t)|2(r-1)\varphi_1(t) + (1 - |2r-1|)\varphi_2(t)| \, dt
\]

\[
\leq -(p - \lambda_2) \frac{R^2}{2} \int_a^b \left( (2r-1)^2 \varphi_1^2(t) + (1 - |2r-1|)^2 \varphi_2^2(t) \right) \, dt
\]

\[
+ R \int_a^b h(t)|2(r-1)\varphi_1(t) + (1 - |2r-1|)\varphi_2(t)| \, dt
\]

and the claim follows.

Notations – Introduce the following notations:
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\[ m = \inf_{C^1 \cap C_\alpha} \phi(u) > -\infty, \]
\[ \Sigma = \{ \sigma \in C([0,1]^2, C^1([a,b])) \mid \]
\[ \sigma(r,0) = 0, \sigma(0,s) \in C_\alpha, \sigma(1,s) \in C^\beta, \phi(\sigma(r,1)) < m - 1 \}, \]
\[ T_\alpha = \{ (r,s) \in [0,1]^2 \mid \sigma(r,s) \in C^1([a,b]) \setminus (C^\beta \cup C_\alpha) \}, \]
\[ c = \inf_{\sigma \in \Sigma} \left( \max_{T_\alpha} \phi(\sigma(r,s)) \right). \]

Observe first that if \( R \) is large enough,
\[ \sigma(r,s) = Rs((2r-1)\varphi_1 + (1-|2r-1|)\varphi_2) \]
defines a surface element in \( \Sigma \). Also, it is easy to see that \( c \geq m \).

Claim 2: Let \( u(t;u_0) \) be the minus gradient flow defined with \( r = m - 1 \). Then, for any \( \delta \in [0,1[ \), there exists \( u_0 \in C^1([a,b]) \) such that
\[ \forall t \in [0, +\infty[, \quad u(t,u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C^\beta \cup C_\alpha). \]

Fix \( \delta \in [0,1[ \), let \( \sigma \in \Sigma \) be such that
\[ c \leq \max_{(r,s) \in T_\alpha} \phi(\sigma(r,s)) \leq c + \delta \]
and define \( E = \phi^{-\delta} \cup C^\beta \cup C_\alpha \). Observe that \( E \) is an open positively invariant set. Define \( A(E) = \{ u_0 \in C^1([a,b]) \mid \exists t \geq 0, u(t;u_0) \in E \} \).

Let us prove there exists \( u_0 \in \sigma(T_\alpha) \setminus A(E) \). Otherwise, as in Proposition 3.4, we prove there exists \( T \) so that for all \( (r,s) \in [0,1]^2 \), \( u(T;\sigma(r,s)) \in E \). Notice that \( \sigma(r,s) = u(T;\sigma(r,s)) \in \Sigma \) and
\[ \max_{T_\alpha} \phi(\sigma(r,s)) < c - \delta. \]

This contradicts the definition of \( c \) and proves the claim.

Hence, by construction of \( A(E) \) and as \( \phi(u(\cdot;u_0)) \) is non-increasing, for all \( t \in [0, +\infty[ \),
\[ u(t;u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C_\alpha \cup C^\beta). \]

Claim 3: The Palais-Smale Condition (PS) holds. Let us decompose the space \( H^1_0(a,b) \) into orthogonal components \( H_0^1(a,b) = H^- \oplus H^+ \), where \( H^- = \text{span}\{ \varphi_1, \ldots, \varphi_k \} \), \( H^+ = \text{span}\{ \varphi_{k+1}, \ldots \} \) and \( \varphi_k(t) = \sin(k\pi \frac{t-a}{b-a}) \). For \( u \in H_0^1(a,b) \), we write \( u = u_- + u_+ \), where \( u_- \in H^- \) and \( u_+ \in H^+ \). Let
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\[ \bar{\lambda} = \frac{\lambda_k + \lambda_{k+1}}{2} \]

and consider
\[
(\nabla \phi(u), u_+ - u_-)_{H_0^1} = \int_a^b [(u'_+ + u'_-)(u'_+ - u'_-) - f(s, u)(u_+ - u_-)] \, ds
\]
\[
= \int_a^b [((u'_+)^2 - (u'_-)^2) - \bar{\lambda}((u_+)^2 - (u_-)^2)] \, ds
\]
\[
- \int_a^b (f(s, u) - \bar{\lambda}u)(u_+ - u_-) \, ds.
\]

We deduce from the assumptions that
\[
\int_a^b (f(s, u) - \bar{\lambda}u)(u_+ - u_-) \, ds \leq \delta \|u\|_{L^2}^2 + C_0 \|u\|_{L^2} \leq \delta \|u\|_{L^2}^2 + C_1 \|u\|_{H_0^1}^2
\]
for some \( \delta < \frac{\lambda_{k+1} - \lambda_k}{2} \) and some \( C_0, C_1 > 0 \). On the other hand, we have
\[
\int_a^b [((u'_+)^2 - (u'_-)^2) - \bar{\lambda}((u_+)^2 - (u_-)^2)] \, ds \geq \delta \|u\|_{L^2}^2 + \varepsilon \|u\|_{H_0^1}^2,
\]
for some \( \varepsilon > 0 \). It follows then
\[
(\nabla \phi(u), u_+ - u_-) \geq \varepsilon \|u\|_{H_0^1}^2 - C_1 \|u\|_{H_0^1}^2.
\]

Let now \((u_n)\) be such that \(\phi(u_n)\) is bounded and \(\nabla \phi(u_n) \to 0\). We have
\[
(\nabla \phi(u_n), (u_n)_+ - (u_n)_-) \leq C_2 \|u_n\|_{H_0^1}.
\]

We deduce from (3.13) that \(\|u_n\|_{H_0^1}\) is bounded and the Palais-Smale Condition follows from Theorem A-2.1.

**Conclusion** – For every \( \delta \in ]0, 1[ \), we have proved the existence of \( u_0 \) such that, for all \( t \in [0, +\infty[ \),
\[
u(t; u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C_\alpha \cup C^\beta).
\]

Hence, there exists an increasing unbounded sequence \((t_n)\) so that
\[
\frac{d}{dt} \phi(u(t_n; u_0)) = -\|\nabla \phi(u(t_n; u_0))\|_{H_0^1}^2 \to 0.
\]

As the Palais-Smale Condition holds, we prove as in Theorem 3.5 the existence of \( u_3 \in C^1([a, b]) \setminus (C_\alpha \cup C^\beta)\) solution of (1.1) such that \( \phi(u_3) = c \). We deduce then from the localization \( u_3 \in C^1([a, b]) \setminus (C_\alpha \cup C^\beta)\) that \( u_3 \) changes sign.

\[ \square \]
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3.6 A seven solutions theorem

Combining the results of the previous sections we obtain the existence of at least seven solutions in case the slope \( \frac{f(t,u)}{u} \) is bigger than the second eigenvalue for small and large values of \(|u|\) and there exist lower and upper solutions.

**Theorem 3.10** Let \( f \in C^1([a,b] \times \mathbb{R}) \) satisfy Assumptions (H) together with

(i) there exist \( \mu, \lambda, k \geq 2 \) (\( k \in \mathbb{N} \)) and \( \delta > 0 \) such that for a.e. \( t \in [a,b] \) and all \( u \in [-\delta, \delta] \),

\[
\lambda_k = \frac{k^2 \pi^2}{(b-a)^2} < \mu \leq \frac{f(t,u)}{u} \leq \lambda < \frac{(k+1)^2 \pi^2}{(b-a)^2} = \lambda_{k+1};
\]

(ii) there exist \( p, q, l \geq 2 \) (\( l \in \mathbb{N} \)) and \( R > 0 \) such that for a.e. \( t \in [a,b] \) and all \( u \in \mathbb{R} \) with \(|u| \geq R\),

\[
\lambda_l = \frac{l^2 \pi^2}{(b-a)^2} < p \leq \frac{f(t,u)}{u} \leq q < \frac{(l+1)^2 \pi^2}{(b-a)^2} = \lambda_{l+1};
\]

(iii) there exist \( \alpha \) and \( \beta \) lower and upper solutions of (1.1) which are not solutions of (1.1) such that \( \alpha \prec 0 \prec \beta \).

Then the problem (1.1) has at least seven nontrivial solutions such that two of them are negative, two are positive and three change sign.

**Proof:** We just have to observe that arguing as in Theorem 3.8, we obtain four solutions in \( C_\alpha \cap C_\beta \), one negative, one positive and two changing sign, and using the arguments of Theorem 3.9 we prove the existence of three solutions outside \( C_\alpha \cap C_\beta \), one negative, one positive and one changing sign.

\[\blacksquare\]

3.7 Crossing of the second eigenvalue

Using the arguments of the preceding sections, we can also consider the case where the nonlinearity crosses only the second eigenvalue and prove the existence of a solution which changes sign. This use of the lower and upper solution method in a case of interaction only with the second eigenvalue is the main interest of this section.

**Theorem 3.11** Let Assumptions (H) be satisfied together with
(i) there exist \( \mu, \lambda \) and \( \delta > 0 \) such that for a.e. \( t \in [a,b] \) and all \( u \in [-\delta, \delta] \),
\[
\lambda_1 = \frac{\pi^2}{(b-a)^2} < \mu \leq \frac{f(t,u)}{u} \leq \lambda < \frac{4\pi^2}{(b-a)^2} = \lambda_2;
\]
(ii) there exist \( p, q, k \geq 2 \) (\( k \in \mathbb{N} \)) and \( R > 0 \) such that for a.e. \( t \in [a,b] \) and all \( u \in \mathbb{R} \) with \( |u| \geq R \),
\[
\lambda_k = \frac{k^2\pi^2}{(b-a)^2} < p \leq \frac{f(t,u)}{u} \leq q < \frac{(k+1)^2\pi^2}{(b-a)^2} = \lambda_{k+1}.
\]
Then the problem (1.1) has at least one nontrivial changing sign solution.

**Proof**: Let \( \varphi_1(t) = \sin(\frac{\pi t}{b-a}) \), \( \varphi_2(t) = \sin(2\pi \frac{t-a}{b-a}) \) and define \( \phi(u) = \int_a^b \left[ \frac{u^2(t)}{2} - F(t,u(t)) \right] dt \), where \( F(t,u) = \int_0^u f(t,s) ds \).

**Claim 1** – For every \( \eta > a \) and all \( u \in [0, \eta] \), we have \( \phi(\rho \varphi_1) < 0 \). Notice that for a.e. \( t \in [a,b] \) and all \( u \in [-\delta, \delta] \),
\[
F(t,u) \geq \frac{1}{2} u^2,
\]
which implies that for \( \rho \in [\delta, \delta] \setminus \{0\} \),
\[
\phi(\rho \varphi_1) = \frac{1}{2} \int_a^b \rho^2 \varphi_1^2(t) dt - \int_a^b F(t,\rho \varphi_1(t)) dt \\
\leq -\frac{u-\lambda_1}{2} \int_a^b \varphi_1^2(t) dt < 0.
\]

**Claim 2** – Let \( \mathcal{E} = \{u \in C^1_0([a,b]) \mid \int_a^b u(t) \varphi_1(t) dt = 0\} \), then there exist \( \eta > 0 \) and \( \varepsilon > 0 \) so that for all \( u \in \mathcal{E} \) with \( \|u\|_{H^1_0} = \eta \), we have \( \phi(u) \geq \varepsilon \). Observe that, for a.e. \( t \in [a,b] \) and all \( u \in [-\delta, \delta] \),
\[
F(t,u) \leq \frac{1}{2} u^2.
\]
Choose \( \eta > 0 \) so that \( \|u\|_{H^1_0}^2 := \int_a^b |u(t)|^2 dt^{1/2} = \eta \) implies \( \|u\|_{\infty} \leq \delta \). We can now pick \( \varepsilon \in [0, \frac{\eta}{2} (1 - \frac{1}{\sqrt{2}})] \) so that for any \( u \in \mathcal{E} \) with \( \|u\|_{H^1_0} = \eta \) we compute
\[
\phi(u) = \frac{1}{2} \int_a^b u^2(t) dt - \int_a^b F(t,u(t)) dt \\
\geq \frac{1}{2} \int_a^b u^2(t) dt - \frac{1}{2} \int_a^b \varphi_1^2(t) dt \geq \frac{1}{2} (1 - \frac{1}{\sqrt{2}}) \int_a^b \varphi_1^2(t) dt \geq \varepsilon.
\]

**Claim 3** – \( \phi(R((2r-1)\varphi_1 + (1-|2r-1|)\varphi_2)) \to -\infty \) as \( |R| \to \infty \), uniformly in \( r \in [0,1] \). The proof is similar to the one in Theorem 3.9.
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Notations – Introduce the following quantities:
\[
\tilde{\delta} = \min(\delta, \eta \sqrt{\frac{\delta - \alpha}{\pi}}),
\]
\[
\hat{R} > \sqrt{\frac{\delta(\delta - \alpha)}{2}} \eta \text{ such that } \max_{r \in [0,1]} \phi(\hat{R}((2r - 1)\varphi_1 + (1 - |2r - 1|)\varphi_2)) < -1,
\]
\[
\alpha(t) = \frac{\delta}{2} \varphi_1(t) \text{ and } \beta(t) = -\frac{\delta}{2} \varphi_1(t),
\]
\[
\Sigma = \{\sigma \in C([0,1]^2, C_0^1([a,b])) \mid \sigma(r,0) = \tilde{\delta}(2r - 1)\varphi_1, \sigma(0,s) \in C^\beta, \sigma(1,s) \in C_\alpha, \sigma(r,1) = \hat{R}((2r - 1)\varphi_1 + (1 - |2r - 1|)\varphi_2)\},
\]
\[
T_\sigma = \{(r,s) \in [0,1]^2 \mid \sigma(r,s) \in C_0^1([a,b]) \setminus (C^\beta \cup C_\alpha)\},
\]
\[
c = \inf_{\sigma \in \Sigma} \left(\max_{(r,s) \in T_\sigma} \phi(\sigma(r,s))\right).
\]
As in Theorem 3.7, we prove that \(\alpha\) and \(\beta\) are strict lower and upper solutions. Observe next that
\[
\sigma(r,s) = \hat{R} s((2r - 1)\varphi_1 + (1 - |2r - 1|)\varphi_2) + \tilde{\delta}(1 - s)(2r - 1)\varphi_1
\]
defines a surface element in \(\Sigma\).

Using a Generalized Intermediate Value Theorem or a degree argument, it is easy to see that given \(\sigma \in \Sigma\), the function \((\int_a^b \sigma(r,s)\varphi_1 \, dt, \|\sigma(r,s)\|_{H_0^1} - \eta)\) has a zero \((r_0, s_0) \in [0,1]^2\), i.e. any surface \(\sigma \in \Sigma\) intersects the set \(\{u \in \mathcal{E} \mid \|u\|_{H_0^1} = \eta\}\). It follows then from Claim 2 that for such a \(\sigma\) we have \(\max_{(r,s) \in T_\sigma} \phi(\sigma(r,s)) \geq \varepsilon\), which implies \(c \geq \varepsilon > 0\).

Claim 4 – Let \(u(t; u_0)\) be the minus gradient flow defined by
\[
\frac{d}{dt} u = -\tilde{\psi}(\phi(u))\nabla \phi(u),
\]
\[
u(0) = u_0,
\]
where \(u_0 \in C_0^1([a,b])\) and \(\tilde{\psi} \in C^1(\mathbb{R}, [0,1])\) is such that \(\tilde{\psi}(s) = 1\) if \(s \geq \varepsilon/2\) and \(\tilde{\psi}(s) = 0\) if \(s \leq 0\). Then for any \(\delta \in [0,\varepsilon[,\) there exists \(u_0 \in C_0^1([a,b])\) such that
\[
\forall t \in [0, +\infty[, \quad u(t; u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C^\beta \cup C_\alpha).
\]
Fix \(\delta \in [0,\varepsilon[\), let \(\sigma \in \Sigma\) be such that
\[
c \leq \max_{(r,s) \in T_\sigma} \phi(\sigma(r,s)) \leq c + \delta
\]
and define \(E = \phi^{-\delta} \cup C^\beta \cup C_\alpha\). Observe that \(E\) is an open positively invariant set. Define \(A(E) = \{u_0 \in C_0^1([a,b]) \mid \exists t \geq 0, \ u(t; u_0) \in E\}\). We prove as in Theorem 3.9 there exists \(u_0 \in \sigma(T_\sigma) \setminus A(E)\) such that
\[
\forall t \in [0, +\infty[, \quad u(t; u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C^\beta \cup C_\alpha).
\]

Claim 5 : The Palais-Smale Condition (PS) holds. The argument is the same as in Theorem 3.9.
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Conclusion – For every $\delta \in ]0, \varepsilon[$, we have proved the existence of $u_0$ such that, for all $t \in [0, +\infty[$,

$$u(t, u_0) \in \phi^{-1}([c - \delta, c + \delta]) \setminus (C_{\alpha} \cup C_{\beta}).$$

Hence, there exists an increasing unbounded sequence $(t_n)_n$ so that

$$\frac{d}{dt} \phi(u(t_n; u_0)) = -\|\nabla \phi(u(t_n; u_0))\|^2_{H^1_0} \to 0.$$

As the Palais-Smale Condition holds, we prove as in Theorem 3.5 the existence of $v \in C^1_0([a, b]) \setminus (C_{\alpha} \cup C_{\beta})$ solution of (1.1) such that $\phi(v) = c$. As $c > 0$ we know that $v \not\equiv 0$, and as in Theorem 3.7, we prove that $v$ changes sign.

We can also consider the case where $f$ crosses the second eigenvalue the other way on.

**Theorem 3.12** Let Assumptions (H) be satisfied and assume:

(i) there exist $\lambda > \lambda_2 = \frac{4\pi^2}{(b - a)^2}$ and $\delta > 0$ such that for a.e. $t \in [a, b]$ and all $u \in [-\delta, \delta]$, 

$$\frac{f(t, u)}{u} \geq \lambda;$$

(ii) there exist $p$, $q$ and $R > 0$ such that for a.e. $t \in [a, b]$ and all $u \in \mathbb{R}$ with $|u| \geq R$,

$$\lambda_1 = \frac{\pi^2}{(b - a)^2} < p \leq \frac{f(t, u)}{u} \leq q < \lambda_2 = \frac{4\pi^2}{(b - a)^2}.$$

Then the problem (1.1) has at least one nontrivial solution $u$ which changes sign.

**Exercise 3.1** Prove Theorem 3.12.

4 A reduction method

The main difficulty in using the lower and upper solutions method is to find these functions in concrete situations. Consider a variational problem associated to a functional $\phi : H \to \mathbb{R}$, where $H$ is an Hilbert space. The idea of this section is to consider a foliation described by an equation $\Gamma(u) = \xi$, 
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where $\Gamma : H \to \mathbb{R}$ and $\xi$ is a real parameter. Assume $\phi(u)$ has a minimum on each of the sets $\Gamma^{-1}(\xi)$. We can then define the reduction function
\[
\varphi(\xi) := \min_{\Gamma(u) = \xi} \phi(u).
\]
In this section, we show how this function can help to find lower and upper solutions so that we can apply the previous theory.

### 4.1 Lower and upper solutions in a weak sense

The lower and upper solutions we obtain using the reduction have to be considered in a weak sense which is related to the notion of weak solutions i.e. of the derivative of the functional.

**Definition 4.1** A function $\alpha \in H^1(a, b)$ is a weak lower solution of (1.1) if
\[
\alpha(a) \leq 0, \quad \alpha(b) \leq 0 \quad \text{and for every } v \in H^1_0(a, b), \quad v \geq 0,
\]
\[
\int_a^b [\alpha'(t)v'(t) - f(t, \alpha(t))v(t)] \, dt \leq 0.
\]
In a similar way, a function $\beta \in H^1(a, b)$ is a weak upper solution of (1.1) if $\beta(a) \geq 0, \beta(b) \geq 0$ and for every $v \in H^1_0(a, b), \quad v \geq 0$,
\[
\int_a^b [\beta'(t)v'(t) - f(t, \beta(t))v(t)] \, dt \geq 0.
\]
Strict weak lower and upper solutions are defined as in Definition III-2.2.

**Remark 4.1** Notice that if $\alpha \in W^{2,1}(a, b)$ is a $W^{2,1}$-lower solution of (1.1), it is a weak lower solution. Similarly a $W^{2,1}$-upper solution of (1.1), which is in $W^{2,1}(a, b)$, is a weak upper solution.

**Remark 4.2** If $\phi(u)$ is defined from (1.2), the function $\alpha \in H^1_0(a, b)$ is a weak lower solution of (1.1) if for every $v \in H^1_0(a, b), \quad v \geq 0$,
\[
(\nabla \phi(\alpha), v)_{H^1_0} \leq 0.
\]
Similarly the function $\beta \in H^1_0(a, b)$ is a weak upper solution of (1.1) if for every $v \in H^1_0(a, b), \quad v \geq 0$,
\[
(\nabla \phi(\beta), v)_{H^1_0} \geq 0.
\]
This remark turns out to be a key to prove existence of such lower and upper solutions.
Chapter 4. Variational Methods

Theorem 4.1 Assume \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is \( L^1 \)-Carathéodory and there exist \( \alpha, \beta \in H^1(a, b) \) weak lower and upper solutions of \((1.1)\) with \( \alpha \leq \beta \). Then the problem \((1.1)\) has at least one solution \( u \in W^{2,1}(a, b) \) such that, for all \( t \in [a, b] \),
\[
\alpha(t) \leq u(t) \leq \beta(t).
\]
If moreover \( \alpha \) and \( \beta \) are strict, then, for \( R > 0 \) large enough, \( \deg(I-T, \Omega) = 1 \), where \( T \) and \( \Omega \) are defined by
\[
T : C^1([a, b]) \to C^1([a, b]) : u \mapsto \int_a^b G(t, s) f(s, u(s)) \, ds
\]
with \( G(t, s) \) the Green’s function of
\[
\begin{align*}
-u'' &= h(t), \\
&u(a) = 0, \ u(b) = 0
\end{align*}
\]
and
\[
\Omega = \{ u \in C^1([a, b]) \mid \alpha \prec u \prec \beta, \| u' \|_{\infty} < R \}.
\]

Proof: Consider the modified problem
\[
\begin{align*}
u'' + f(t, \gamma(t, u)) &= 0, \\
u(a) &= 0, \ u(b) = 0,
\end{align*}
\]
where \( \gamma(t, u) = \max\{\alpha(t), \min\{u, \beta(t)\}\} \). As \( f(t, \gamma(t, u)) \) is bounded, this problem has a solution.

Let us prove that every solution \( u \) of \((4.1)\) is such that \( \alpha \leq u \leq \beta \).

Assume on the contrary that \( \max_t (\alpha - u) > 0 \). Observe that \( (\alpha - u)^+ \in H^1_0(a, b) \), \( (\alpha - u)^+ \geq 0 \) and we have the contradiction
\[
\begin{align*}
0 &= \int_a^b [u'((\alpha - u)^+)' - f(t, \alpha)(\alpha - u)^+] \, dt \\
&\leq -\int_a^b (\alpha - u)'((\alpha - u)^+) \, dt = -\int_a^b ((\alpha - u)^+)^2 \, dt < 0.
\end{align*}
\]
Hence \( u \geq \alpha \). In a similar way, we prove \( u \leq \beta \).

The degree result is proved as in Theorem III-2.8.

Definition 4.2 A function \( \alpha \in H^1_{per}(a, b) \) is a weak lower solution of \((1.6)\) if for every \( v \in H^1_{per}(a, b) \), \( v \geq 0 \),
\[
\int_a^b [\alpha'(t)v'(t) - f(t, \alpha(t))v(t)] \, dt \leq 0.
\]
In a similar way, a function $\beta \in H^1_{per}(a, b)$ is a weak upper solution of (1.6) if for every $v \in H^1_{per}(a, b)$, $v \geq 0$,

$$\int_{a}^{b} [\beta'(t)v'(t) - f(t, \beta(t))v(t)] dt \geq 0.$$ 

Strict weak lower and upper solutions are defined as in Definition III-1.1.

**Remark 4.3** Notice that if $\alpha \in W^{2,1}(a, b)$ is a $W^{2,1}$-lower solution of (1.6), it is a weak lower solution. Similarly a $W^{2,1}$-upper solution of (1.6), which is in $W^{2,1}(a, b)$, is a weak upper solution.

**Remark 4.4** If $\varphi(u)$ is defined from (1.7), the function $\alpha \in H^1_{per}(a, b)$ is a weak lower solution of (1.6) if for every $v \in H^1_{per}(a, b)$, $v \geq 0$,

$$\langle \nabla \varphi(\alpha), v \rangle_{H^1} \leq 0.$$ 

Similarly the function $\beta \in H^1_{per}(a, b)$ is a weak upper solution of (1.6) if for every $v \in H^1_{per}(a, b)$, $v \geq 0$,

$$\langle \nabla \varphi(\beta), v \rangle_{H^1} \geq 0.$$ 

**Theorem 4.2** Assume $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ is $L^1$-Carathéodory and there exist $\alpha, \beta \in H^1_{per}(a, b)$ weak lower and upper solutions of (1.6) with $\alpha \leq \beta$. Then the problem (1.6) has at least one solution $u \in W^{2,1}(a, b)$ such that, for all $t \in [a, b]$,

$$\alpha(t) \leq u(t) \leq \beta(t).$$

If moreover $\alpha$ and $\beta$ are strict, then $\text{deg}(I - T, \Omega) = 1$, where $T$ and $\Omega$ are defined by

$$T : C([a, b]) \to C([a, b]) : u \mapsto \int_{a}^{b} G(t, s)[f(s, u(s)) + u(s)] ds$$

with $G(t, s)$ the Green’s function of

$$-u'' + u = h(t),$$

$$u(a) = u(b), \ u'(a) = u'(b)$$

and

$$\Omega = \{ u \in C([a, b]) \mid \alpha(t) < u(t) < \beta(t) \text{ on } [a, b] \}.$$ 

**Proof:** The first part of the proof follows as in Theorem I-1.1 together with Theorem 4.1 and the second part follows as in Theorem III-1.8. 
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4.2 Foliations and Reductions

In this section we present the framework of the reduction method in some abstract Hilbert space.

**Definition 4.3** Given an Hilbert space $H$ (with scalar product $(\cdot,\cdot)$ and norm $\|\cdot\|$), we say that

$$\Gamma : H \to \mathbb{R}$$

is a foliation of $H$ if it is weakly continuous, surjective and convex. The sets $\Gamma^{-1}(\xi)$, where $\xi \in \mathbb{R}$, are called the leaves of the foliation.

Let us first recall some well known facts of standard convex analysis.

For a convex, continuous function $\Gamma$ a notion of subgradient $\partial \Gamma(u)$ can be defined (see for instance [247]). The subgradient can be equivalently characterized by means of the right Gateaux derivative

$$D_r \Gamma(u)(v) := \lim_{t \to 0^+} \frac{\Gamma(u + tv) - \Gamma(u)}{t}$$

which exists for all $v \in H$ due to the convexity of $\Gamma$. Precisely, it is well known that $w \in \partial \Gamma(u)$ if and only if

$$(w, v) \leq D_r \Gamma(u)(v), \quad \forall v \in H. \quad (4.2)$$

With this notion we can state a necessary condition for solutions of a constraint minimization problem.

**Proposition 4.3** Let $H$ be an Hilbert space, $\phi : H \to \mathbb{R}$ be of class $C^1$, $\Gamma : H \to \mathbb{R}$ be a foliation and $\xi \in \mathbb{R}$. Assume $u$ is a solution of

$$\min_{\Gamma(u) = \xi} \phi(u).$$

Then there exist $\lambda \in \mathbb{R}$ and $w \in \partial \Gamma(u)$ such that

$$\nabla \phi(u) = \lambda w.$$  

**Proof:** See, for instance, [68, Theorem 6.1.1].

The number $\lambda$ is said to be a Lagrange multiplier of $u$, and the set of all the multipliers will be denoted by $\Lambda_u$.

Some compatibility condition between $\Gamma$ and $\phi$ has to be fulfilled in order to prove that the reduction function $\varphi(\xi) = \min_{\Gamma(u) = \xi} \phi(u)$ is well defined.
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Definition 4.4 We say that a foliation $\Gamma : H \to \mathbb{R}$ is admissible for $\phi : H \to \mathbb{R}$ if, for any two constants $C_1, C_2$, there exists $C_3$ such that
\[ \phi(u) \leq C_1, \quad |\Gamma(u)| \leq C_2 \quad \text{implies} \quad \|u\| \leq C_3. \]

Proposition 4.4 Let $H$ be an Hilbert space, $\phi : H \to \mathbb{R}$ be a $C^1$, weakly lower semicontinuous function and let $\Gamma : H \to \mathbb{R}$ be a foliation admissible for $\phi$.

Then the reduction function
\[ \varphi(\xi) = \min_{\Gamma(u) = \xi} \phi(u) \]
is well defined, continuous and satisfies
\[ \varphi(\Gamma(u)) \leq \phi(u), \quad \forall u \in H. \tag{4.3} \]

Proof: To see that $\varphi$ is well defined, for any given $\xi \in \mathbb{R}$, take a sequence $(u_n)_n$ such that
\[ \Gamma(u_n) = \xi, \quad \lim_{n \to \infty} \phi(u_n) = \inf_{\Gamma(v) = \xi} \phi(v). \]
Due to the admissibility condition on $\Gamma$, $(u_n)_n$ is bounded in $H$. Denote again by $(u_n)_n$ a subsequence which is weakly convergent and let $u$ be its weak limit. Since $\Gamma$ is weakly continuous, $\Gamma(u) = \xi$ and, since $\phi$ is weakly lower semicontinuous,
\[ \phi(u) \leq \liminf_{n \to \infty} \phi(u_n) = \inf_{\Gamma(v) = \xi} \phi(v). \]
Hence the infimum is a minimum and $\varphi(\xi)$ is well defined. The formula (4.3) follows trivially.

Under the same general setting, $\varphi$ is also lower semicontinuous. Otherwise there exists $\epsilon > 0$ and $\xi_n \to \xi$ such that
\[ \varphi(\xi_n) \leq \varphi(\xi) - \epsilon. \]
Then, taking $u_n \in H$ such that
\[ \phi(u_n) = \min_{\Gamma(u) = \xi_n} \phi(u) = \varphi(\xi_n), \]
the admissibility condition says that $(u_n)_n$ is bounded in $H$. If $u$ is the weak limit of a convergent subsequence, which will be denoted again by $(u_n)_n$, once more $\Gamma(u) = \xi$ and we have the contradiction
\[ \varphi(\xi) \leq \phi(u) \leq \liminf_{n \to \infty} \phi(u_n) = \liminf_{n \to \infty} \varphi(\xi_n) \leq \varphi(\xi) - \epsilon. \]
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To prove the upper semicontinuity of $\varphi$, we need the full force of our hypotheses on $\Gamma$. For a given $\xi \in \mathbb{R}$, choose $u \in H$ such that
\[
\phi(u) = \min_{\Gamma(u) = \xi} \phi(v) = \varphi(\xi).
\]
First observe that, as $\Gamma$ is surjective, $0 \notin \partial \Gamma(u)$ which means that for some $v \in H$
\[
D_r \Gamma(u)(v) < 0.
\]
Also if $w \in \partial \Gamma(u)$, we have $w \neq 0$ and
\[
0 < \|w\|^2 \leq D_r \Gamma(u)(w).
\]
We use $w$ to prove that $\varphi$ is upper semicontinuous at $\xi$ from the right. By contradiction assume that, for some $\epsilon > 0$ and $\xi_n \to \xi$, $\xi_n \geq \xi$, we have
\[
\varphi(\xi_n) \geq \varphi(\xi) + \epsilon.
\]
Since $D_r \Gamma(u)(w) > 0$, we can choose $t_n \to 0^+$ such that $\Gamma(u + t_n w) = \xi_n$. Then we should have
\[
\varphi(\xi) + \epsilon \leq \varphi(\xi_n) \leq \phi(u + t_n w) \quad \text{and} \quad \phi(u + t_n w) \to \phi(u) = \varphi(\xi),
\]
which is a contradiction. The same argument, where $w$ is replaced by $v$, leads to the upper semicontinuity from the left.

The set of the constrained minimizers on the leaves of the associated foliation will be denoted by
\[
M_\xi := \{u \in H \mid \Gamma(u) = \xi, \phi(u) = \varphi(\xi)\}.
\]

Going back to the problems (1.1) and (1.6), remember that a lower solution (resp. an upper solution) is such that for all $v \geq 0$
\[
(\nabla \phi(u), v) \leq 0 \quad \text{(resp. } (\nabla \phi(u), v) \geq 0).\]

On the other hand, any solution $u$ of the corresponding constraint problem
\[
\min_{\Gamma(u) = \xi} \phi(u)
\]
is such that for some $\lambda \in \mathbb{R}$ and $w \in \partial \Gamma(u)$,
\[
\nabla \phi(u) = \lambda w.
\]
Hence, if $\lambda(w, v)$ is one-signed for all $v \geq 0$, the corresponding solution $u$ turns out to be a lower or an upper solution.

A first step in this direction requires that the Hilbert space $H$ is endowed with a partial ordering and that $\Gamma$ is monotone.
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4. A reduction method

Definition 4.5 Let $H$ be an Hilbert space with partial ordering $\leq$. We say that $\Gamma$ is an increasing function on $H$ when

$$u \leq v \implies \Gamma(u) \leq \Gamma(v).$$

Lemma 4.5 Let $H$ be an Hilbert space with partial ordering $\leq$ and $\Gamma : H \to \mathbb{R}$ be convex and increasing. Then for any $w \in \partial \Gamma(u)$ and any $v \in H$ with $v \geq 0$ we have

$$(w, v) \geq 0.$$

Proof: For all $v \geq 0$, we can write $(w, v) \geq \Gamma(u) - \Gamma(u - v) \geq 0$.

Consider a situation where $\varphi$ has a maximizer, i.e. we have $\gamma_1 < \xi_0 < \gamma_2$ such that $\max\{\varphi(\gamma_1), \varphi(\gamma_2)\} < \varphi(\xi_0)$. We can deduce the existence of two points $\xi_1 \in ]\gamma_1, \xi_0[$ and $\xi_2 \in ]\xi_0, \gamma_2[$ such that

$$D^+ \varphi(\xi_1) > 0, \quad D^- \varphi(\xi_2) < 0 \quad (4.4)$$

(see for instance [219]). The question is now how to connect the sign of the Dini derivative of $\varphi$ at a given $\xi$ to the sign of the Lagrange multipliers of a given $u \in M_\xi$. The next statement provides a satisfactory answer.

Proposition 4.6 Let $H$ be an Hilbert space, $\phi : H \to \mathbb{R}$ be a $C^1$, weakly lower semicontinuous function and let $\Gamma : H \to \mathbb{R}$ be a foliation admissible for $\phi$. Let also $\xi \in \mathbb{R}$.

Then

(a) $D^+ \varphi(\xi) \geq 0$ (resp. $D^+ \varphi(\xi) > 0$) implies that the Lagrange multipliers of any $u \in M_\xi$ are nonnegative (resp. positive);

(b) $D^- \varphi(\xi) \leq 0$ (resp. $D^- \varphi(\xi) < 0$) implies that the Lagrange multipliers of any $u \in M_\xi$ are nonpositive (resp. negative).

Proof: Let $\xi \in \mathbb{R}$, $u \in M_\xi$, $\lambda \in \Lambda_u$ and $w \in \partial \Gamma(u)$ such that $\nabla \phi(u) = \lambda w$. By definition of $\varphi$ we know that

$$\frac{\varphi(\Gamma(u + tv)) - \varphi(\Gamma(u))}{t} \leq \frac{\phi(u + tv) - \phi(u)}{t}$$

for all $t > 0$ and all $v \in H$. The idea is to pass to the limit when $t \to 0$, for some appropriate choice of $v$.

To prove (a), choose $v = w$ and note that, by (4.2) (with $v = w$), the function $\Gamma(u + tw)$ is strictly increasing for $t \in \mathbb{R}^+$. We compute then

$$\limsup_{t \to 0^+} \frac{\varphi(\Gamma(u + tw)) - \varphi(\Gamma(u))}{t} = D^+ \varphi(\Gamma(u)) [D_\gamma \Gamma(u)(w)] \geq D^+ \varphi(\xi) \|w\|^2 \geq 0.$$
Since we have also
\[
\limsup_{t \to 0^+} \frac{\varphi(\Gamma(u + tw)) - \varphi(\Gamma(u))}{t} \leq \lim_{t \to 0} \frac{\phi(u + tw) - \phi(u)}{t} = (\nabla \phi(u), w) = \lambda \|w\|^2,
\]
we conclude that \( \lambda \geq 0 \), the strict inequality arising as soon as \( D^+ \varphi(\xi) > 0 \).

To prove (b), let us choose \( v \in H \) such that \( D_r \Gamma(u)(v) < 0 \). Recall that this is possible as \( 0 \not\in \partial \Gamma(u) \). It follows then that \( \Gamma(u + tv) \) is a strictly decreasing function for \( t \in \mathbb{R}^+ \) small and
\[
\limsup_{t \to 0^+} \frac{\varphi(\Gamma(u + tv)) - \varphi(\Gamma(u))}{t} = D_- \varphi(\xi)[D_r \Gamma(u)(v)] \geq 0.
\]
Also,
\[
\limsup_{t \to 0^+} \frac{\varphi(\Gamma(u + tv)) - \varphi(\Gamma(u))}{t} \leq \lim_{t \to 0} \frac{\phi(u + tv) - \phi(u)}{t} = (\nabla \phi(u), v) = \lambda(w, v).
\]
As \( (w, v) \leq D_r \Gamma(u)(v) < 0 \), we conclude that \( \lambda \leq 0 \), the strict inequality arising as soon as \( D_- \varphi(\xi) < 0 \).

**Remark 4.5** It is not difficult to realize that everything works unchanged when the convex foliation \( \Gamma \) is replaced by a smooth function, which is moreover a regular constraint, namely such that \( \nabla \Gamma(u) \neq 0 \) holds for all \( u \in H \). In that case, we can even sharpen the previous result, by proving that
\[
D^+ \varphi(\xi) \leq \lambda \leq D_- \varphi(\xi)
\]
holds for the (unique) Lagrange multiplier \( \lambda \) of any \( u \in M_\xi \).

As a consequence, Proposition 4.6 and Lemma 4.5 trivially implies the following statement.

**Proposition 4.7** Let \( H \) be an Hilbert space with partial ordering, \( \phi : H \to \mathbb{R} \) be a \( C^1 \), weakly lower semicontinuous function and let \( \Gamma : H \to \mathbb{R} \) be an increasing foliation admissible for \( \phi \). Let further \( \xi \in \mathbb{R} \), \( u \in M_\xi \).

Then
\[
D^+ \varphi(\xi) \geq 0 \quad \text{implies} \quad (\nabla \phi(u), v) \geq 0 \quad \text{for all} \quad v \geq 0,
\]
\[
D_- \varphi(\xi) \leq 0 \quad \text{implies} \quad (\nabla \phi(u), v) \leq 0 \quad \text{for all} \quad v \geq 0.
\]
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Hence, if $\varphi$ is not strictly monotone, we have $u_1, u_2 \in H$ such that, for all $v \geq 0$,

$$\langle \nabla \varphi(u_1), v \rangle \geq 0 \quad \text{and} \quad \langle \nabla \varphi(u_2), v \rangle \leq 0.$$ 

The main limitation in applying these results is that we have no information on the ordering of the lower and upper solutions. In fact, in case we have a maximum of the reduction $\varphi$, we have $\xi_1 < \xi_2$ satisfying

$$D^+\varphi(\xi_1) \geq 0, \quad D^-\varphi(\xi_2) \leq 0$$

(see for instance [219]) and $u_1 \in M_{\xi_1}$ and $u_2 \in M_{\xi_2}$. This means that $u_1, u_2$ are resp. upper and lower solutions of the corresponding problem. As the foliation is increasing, we see that $u_2 \not\leq u_1$. Nevertheless we can apply for example Theorem III-3.3 or Exercise III-3.2 in the periodic case or Theorem III-3.9 for Dirichlet boundary conditions to obtain existence results. This is what is done in the next sections.

### 4.3 Application to the periodic problem

In this section, we use the previous ideas to deal with a nonlinearity which is non-resonant with the first Fučík curve.

**Theorem 4.8** Let $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function such that

$$\limsup_{u \to \pm \infty} \int_a^b F(t, u) \, dt = +\infty,$$

where $F(t, u) = \int_0^u f(t, s) \, ds$ and for some $a_\pm \leq 0, b_\pm \geq 0$ in $L^1(a, b)$,

$$a_\pm(t) \leq \liminf_{u \to \pm \infty} \frac{f(t, u)}{u} \leq \limsup_{u \to \pm \infty} \frac{f(t, u)}{u} \leq b_\pm(t),$$

uniformly in $t$. Assume moreover there exist $\mu \geq \nu > 0$ with

$$\frac{1}{\sqrt{\mu}} + \frac{1}{\sqrt{\nu}} = \frac{b - a}{\pi}$$

and a set $I \subset [a, b]$ of positive measure such that

$$b_+(t) \leq \mu, \quad b_-(t) \leq \nu, \quad \text{for a.e. } t \in [a, b],$$

$$b_+(t) < \mu, \quad b_-(t) < \nu, \quad \text{for a.e. } t \in I.$$

Then the periodic problem (1.6) has at least one solution $u \in W^{2,1}(a, b)$.

**Proof:** We just have to prove that

$$\varphi(u) = \int_a^b \left[ \frac{u'^2}{2} - F(t, u) \right] \, dt \quad \text{and} \quad \Gamma(u) = \frac{1}{b - a} \int_a^b [\mu u^+ - \nu u^-] \, dt$$
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defined on $H^1_{\text{per}}(a, b)$ verify the conditions of Proposition 4.7 and that $\varphi$, defined in Proposition 4.4, is not monotone. In that case, we apply Proposition 4.7, Theorem III-3.3 (with the modification given by Theorem 4.2) and Proposition III-3.4 to conclude.

It is well known that $\phi : H^1_{\text{per}}(a, b) \to \mathbb{R}$ is $C^1$ and weakly lower semicontinuous and it is obvious that $\Gamma$ is weakly continuous, convex and increasing. To see that $\Gamma$ is surjective, we just have to observe that, if $\xi \geq 0$, $\Gamma(\xi/\mu) = \xi$ and if $\xi < 0$, $\Gamma(\xi/\nu) = \xi$. Let us prove that $\Gamma$ is admissible. If it is not the case, there exists a sequence $(u_n)_n$ such that $|\Gamma(u_n)| \leq C_2$, $\phi(u_n) \leq C_1$ and $\|u_n\|_{H^1_{\text{per}}} \to \infty$. First observe that this implies $\|u_n\|_\infty \to \infty$. If not, we have for some $D_1$,

$$C_1 \geq \phi(u_n) = \int_a^b \left[ \frac{u_n^2}{2} - F(t, u_n) \right] dt \geq \int_a^b \frac{u_n^2}{2} dt - D_1$$

and $\|u_n\|_{H^1_{\text{per}}}$ is bounded which contradicts the assumption. For each $n$, set $v_n = u_n/\|u_n\|_\infty$. Clearly $v_n$ satisfies

$$\left| \frac{1}{b-a} \int_a^b [\mu v_n^+ - \nu v_n^-] \right| dt \leq \frac{C_2}{\|u_n\|_\infty}, \quad (4.5)$$

and, for every $\epsilon > 0$, there exists $\gamma_\epsilon \in L^1(a, b)$ such that

$$\frac{C_1}{\|u_n\|_\infty^2} \geq \int_a^b \left[ \frac{v_n^2}{2} - \frac{F(t, u_n)}{\|u_n\|_\infty^2} \right] dt \geq \int_a^b \left[ \frac{v_n^2}{2} - (b_+ \frac{v_n^+}{2} + b_- \frac{v_n^-}{2} + \epsilon \frac{v_n^2}{2} + v_n \gamma_\epsilon) \right] dt. \quad (4.6)$$

In particular, for some $D_2 > 0$ and every $n$, $\|v_n\|_{H^1_{\text{per}}} \leq D_2$. Up to a subsequence, $(v_n)_n$ converges weakly in $H^1_{\text{per}}$ and strongly in $C([a, b])$ to some function $v$ with $\|v\|_\infty = 1$. As $\epsilon$ is arbitrary, passing to the limit in (4.5) and (4.6), we have

$$\int_a^b [\mu v^+ - \nu v^-] dt = 0,$$

$$\int_a^b \left[ \frac{v^2}{2} - (\frac{v^+}{2} + \frac{v^-}{2}) \right] dt \leq \int_a^b \left[ \frac{v^2}{2} - (b_+ \frac{v^+}{2} + b_- \frac{v^-}{2}) \right] dt \leq 0.$$

By the variational characterization of the first Fučík curve given in [77, 119],

$$\int_a^b \left[ \frac{v^2}{2} - (\frac{v^+}{2} + \frac{v^-}{2}) \right] dt = \int_a^b \left[ \frac{v^2}{2} - (b_+ \frac{v^+}{2} + b_- \frac{v^-}{2}) \right] dt = 0$$
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and using [77, Lemma 4.3], we know that \( v \) satisfies
\[
v'' + [\mu v^+ - \nu v^-] = 0,
\]
\( v(a) = v(b), \ v'(a) = v'(b). \)

Hence either \( v \equiv 0 \) or \( v \neq 0 \) a.e. on \([a, b]\). The second possibility is excluded as then
\[
0 \geq \int_a^b \left[ \frac{v'^2}{2} - \left( b_+ \frac{v^+}{2} + b_- \frac{v^-}{2} \right) \right] dt > \int_a^b \left[ \frac{v'^2}{2} - \left( \mu \frac{v^+}{2} + \nu \frac{v^-}{2} \right) \right] dt = 0.
\]

We conclude that \( v \equiv 0 \) which contradicts \( \|v\|_\infty = 1 \).

As
\[
\liminf_{\xi \to +\infty} \varphi(\xi) \leq -\limsup_{\xi \to +\infty} \int_a^b F(t, \xi/\mu) dt = -\infty,
\]
\[
\liminf_{\xi \to -\infty} \varphi(\xi) \leq -\limsup_{\xi \to -\infty} \int_a^b F(t, \xi/\nu) dt = -\infty,
\]
we conclude that \( \varphi \) has a maximum. The result follows.

Our second result concerns the case \( f \) is one-sided superlinear.

**Theorem 4.9** Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function such that
\[
\limsup_{u \to \pm\infty} \int_a^b F(t, u) dt = +\infty,
\]
where \( F(t, u) = \int_0^u f(t, s) ds \) and for some \( a_\pm \leq 0, \ b_\pm \geq 0 \) in \( L^1(a, b) \),
\[
a_-(t) \leq \liminf_{u \to -\infty} \frac{f(t, u)}{u} \leq \limsup_{u \to -\infty} \frac{f(t, u)}{u} \leq b_-(t),
\]
\[
a_+(t) \leq \liminf_{u \to +\infty} \frac{f(t, u)}{u},
\]
uniformly in \( t \). Assume moreover \( b_- \leq (\frac{\pi}{b-a})^2 \) a.e. on \([a, b]\) and \( b_- < (\frac{\pi}{b-a})^2 \) on a subset of positive measure of \([a, b]\). Then the problem (1.6) has at least one solution \( u \in W^{2,1}(a, b) \).

**Proof** : Again we just have to prove that
\[
\phi(u) = \int_a^b \left[ \frac{u'^2}{2} - F(t, u) \right] dt \quad \text{and} \quad \Gamma(u) = \max_t u(t)
\]
defined on \( H^{1}_\text{per}(a, b) \), verify the conditions of Proposition 4.7 and that \( \varphi \), defined in Proposition 4.4, is not monotone. In that case, we apply Proposition 4.7 and Exercise III-3.2 (with the modification given by Theorem 4.2)
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to conclude. As in the previous case, the only nontrivial assumption is the admissibility.

If it is not the case, there exists a sequence \((u_n)_n\) such that \(|\Gamma(u_n)| \leq C_2\), \(\phi(u_n) \leq C_1\) and \(\|u_n\|_{H^1_{\text{per}}} \to \infty\). Arguing as in the proof of Theorem 4.8, we see also that \(\|u_n\|_\infty \to +\infty\).

For each \(n\), set \(v_n = \frac{u_n}{\|u_n\|_\infty}\). Clearly \(v_n\) satisfies
\[
|\max_t v_n(t)| \leq \frac{C_2}{\|u_n\|_\infty},
\]
and, for every \(\epsilon > 0\), there exists \(\gamma_\epsilon \in L^1(a, b)\) such that
\[
\frac{C_1}{\|u_n\|_\infty^2} \geq \int_a^b \left[ \frac{v_n'^2}{2} - \frac{F(t, u_n)}{\|u_n\|_\infty^2} \right] \, dt
\geq \int_a^b \left[ \frac{v_n'^2}{2} - b \frac{v_n^-}{2} - \frac{\epsilon v_n^2}{2} + v_n \gamma_\epsilon \right] \, dt.
\]
In particular, there exists \(D_2\) such that, for every \(n\), \(\|v_n\|_{H^1_{\text{per}}} \leq D_2\). Hence, up to a subsequence, \((v_n)_n\) converges weakly in \(H^1_{\text{per}}\) and strongly in \(C([a, b])\) to some function \(v\) with \(\|v\|_\infty = 1\). Passing to the limit in (4.7) and (4.8) and as \(\epsilon\) is arbitrary, we have
\[
\max_t v(t) = 0 \quad \text{and} \quad \int_a^b v^2 - (\frac{\pi}{b-a})^2 \frac{v^2}{2} \, dt \leq \int_a^b \left[ \frac{v'^2}{2} - b \frac{v^2}{2} \right] \, dt \leq 0.
\]
As \((\frac{\pi}{b-a})^2\) is the first eigenvalue of the Dirichlet problem on an interval of length \(b - a\) and for some \(t_1 \in [a, b]\), \(v \in H^1_0(t_1, t_1 + b - a)\), we have
\[
0 \leq \int_{t_1}^{t_1 + b - a} \left[ \frac{v'^2}{2} - (\frac{\pi}{b-a})^2 \frac{v^2}{2} \right] \, dt
\geq \int_a^b \left[ \frac{v'^2}{2} - (\frac{\pi}{b-a})^2 \frac{v^2}{2} \right] \, dt \leq \int_a^b \left[ \frac{v'^2}{2} - b \frac{v^2}{2} \right] \, dt \leq 0.
\]
Hence \(v(t) = -\sin(\frac{\pi}{b-a}(t - t_1))\) and the above equality contradicts \(b_- < (\frac{\pi}{b-a})^2\) on a subset of positive measure of \([a, b]\). This proves the admissibility and concludes the proof.

### 4.4 Application to the Dirichlet problem

Using Theorem III-3.9 and Theorem 4.1, we can obtain the equivalent of Theorem 4.8 for the Dirichlet problem. We leave this as exercise. Instead we concentrate on other types of results in this section. These results have also their counterpart in the periodic case.
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Our first result concerns a strong resonance with the first eigenvalue.

**Theorem 4.10** Let $h \in L^1(0, \pi)$ with $\int_0^\pi h(t) \sin t \, dt = 0$, $f : [0, \pi] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function, define $F(t, u) = \int_0^u f(t, s) \, ds$ and assume
\[
\lim_{|u| \to \infty} f(t, u) = 0 \quad \text{and} \quad \lim_{|u| \to \infty} F(t, u) = 0,
\]
uniformly in $t \in [0, \pi]$. Then the problem
\[
u'' + u + f(t, u) = h(t),
\]
\[
u(0) = 0, \quad u(\pi) = 0,
\]
has at least one solution.

**Proof:** We apply Theorem 4.1 or Theorem III-3.9 (with the modification given by Theorem 4.1) and Proposition 4.7 with
\[
\phi : H^1_0(0, \pi) \to \mathbb{R}, \ u \to \int_0^\pi \left[ \frac{u'^2(t)}{2} - \frac{u^2(t)}{2} - F(t, u(t)) + h(t)u(t) \right] \, dt
\]
and
\[
\Gamma : H^1_0(0, \pi) \to \mathbb{R}, \ u \to \int_0^\pi u(t) \sin t \, dt.
\]
It is easy to see that $\phi$ is $C^1$ and weakly lower semicontinuous and that $\Gamma$ is weakly continuous, convex, increasing and surjective. Moreover the admissibility of $\Gamma$ can be proved as in Theorem 4.8. It remains to prove that $\varphi$, defined by Proposition 4.4, is not strictly monotone to apply Proposition 4.7.

Let $w_\infty$ be the unique solution of
\[
u'' + w = h(t), \quad w(0) = 0, \quad w(\pi) = 0, \quad \int_0^\pi w(t) \sin t \, dt = 0,
\]
and $c_\infty = \int_0^\pi \left[ \frac{w'^2(t)}{2} - \frac{w^2(t)}{2} + h(t)w_\infty(t) \right] \, dt$. We shall prove that
\[
\lim_{|\xi| \to \infty} \varphi(\xi) = c_\infty.
\]
Let $(\xi_n)_n$ be an unbounded sequence and $u_{\xi_n} \in M_{\xi_n}$. We write $u_{\xi_n} = \xi_n \sin t + w_{\xi_n}$ with $\int_0^\pi w_{\xi_n}(t) \sin t \, dt = 0$. Observe that $w_{\xi_n}$ solves
\[
w_{\xi_n}'' + w_{\xi_n} + f(t, \xi_n \sin t + w_{\xi_n}) = h(t) + \mu_n \sin t,
\]
\[
w_{\xi_n}(0) = 0, \quad w_{\xi_n}(\pi) = 0,
\]
for some $\mu_n \in \mathbb{R}$. Multiplying (4.9) by $w_{\xi_n}$ and by $\sin t$ and integrating, we have
\[
\int_0^\pi \left[ \frac{w_{\xi_n}'^2(t)}{2} - \frac{w_{\xi_n}^2(t)}{2} - f(t, \xi_n \sin t + w_{\xi_n}(t))w_{\xi_n}(t) + h(t)w_{\xi_n}(t) \right] \, dt = 0,
\]
\[
\mu_n = 2 \pi \int_0^\pi f(t, \xi_n \sin t + w_{\xi_n}(t)) \sin t \, dt.
\]

February 19, 2005
We deduce then from the above equalities that \((w_\xi)_n\) is bounded in \(H^1_0(0, \pi)\) and \((\mu_n)_n\) is bounded. As \(w_\xi\) is solution of (4.9), this implies the existence of a function \(k \in L^1(0, \pi)\) such that, for all \(n\), \(|w^\prime_{\xi_n}(t)| \leq k(t)\) on \([0, \pi]\). Hence, up to a subsequence, \(w_\xi_n \to w\) in \(H^1_0(0, \pi)\). Passing to the limit in (4.9) we see that \(w = w_\infty\). Moreover
\[
\varphi(\xi_n) = \phi(w_\xi_n) = \int_0^\pi \left[ \frac{w^2_{\xi_n}(t)}{2} - \frac{w^2_\infty(t)}{2} - F(t, \xi_n \sin t + w_\xi(t)) + h(t)w_\xi(t) \right] dt
\]
and passing to the limit, we observe that
\[
\lim_{n \to \infty} \varphi(\xi_n) = \int_0^\pi \left[ \frac{w^2_\infty(t)}{2} - \frac{w^2_\infty(t)}{2} + h(t)w_\infty(t) \right] dt = c_\infty.
\]
As the sequence \((\xi_n)_n\) is arbitrary, we conclude that
\[
\lim_{|\xi| \to \infty} \varphi(\xi) = c_\infty,
\]
and \(\varphi\) is not strictly monotone.

Our second application concerns oscillating potentials.

**Theorem 4.11** Let \(f : [0, \pi] \times \mathbb{R} \to \mathbb{R}\) be an \(L^1\)-Carathéodory function such that, for a.e. \(t \in [0, \pi]\) and all \(u \in \mathbb{R}\),
\[
|f(t, u)| \leq h(t),
\]
for some \(h \in L^1(0, \pi)\). Suppose moreover that
\[
\liminf_{|\xi| \to \infty} \int_0^\pi F(t, \xi \sin t) dt = -\infty \quad \text{and} \quad \limsup_{|\xi| \to \infty} \int_0^\pi F(t, \xi \sin t) dt = +\infty.
\]
where \(F(t, u) = \int_0^u f(t, s) ds\). Then the problem
\[
\begin{align*}
\dddot{u} + u + f(t, u) &= 0, \\
u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]
has infinitely many solutions.

**Proof** : We apply Proposition 4.7 with
\[
\phi : H^1_0(0, \pi) \to \mathbb{R}, u \to \int_0^\pi \left[ \frac{u^2(t)}{2} - \frac{u^2_{\cdot}(t)}{2} - F(t, u(t)) \right] dt
\]
and
\[
\Gamma(u) = \int_0^\pi u(t) \sin t dt.
\]
It is easy to see that \(\phi\) is \(C^1\) and weakly lower semicontinuous, and that
4. A reduction method

Γ is weakly continuous, convex, increasing and surjective. Moreover the admissibility of Γ can be proved as in Theorem 4.8. It remains to study the reduction function ϕ defined by Proposition 4.4.

For every ξ and \( u_\xi \in M_\xi \), denote \( u_\xi = \xi \sin t + w_\xi \) with \( \int_0^\pi w_\xi(t) \sin t \, dt = 0 \). As in the proof of Theorem 4.10, we prove that \( \|w_\xi\|_{H^1_0} \) and, using (4.9), \( \|w_\xi\|_{C^1} \) are bounded independently of ξ. Hence we have

\[
\varphi(\xi) = \phi(u_\xi) = \int_0^\pi \left[ \frac{w_\xi'^2(t)}{2} - \frac{w_\xi^2(t)}{2} - F(t, \xi \sin t + w_\xi(t)) \right] \, dt
\]

\[
= - \int_0^\pi F(t, \xi \sin t) \, dt + O(1),
\]

as \( |\xi| \to \infty \) and

\[
\liminf_{|\xi|\to\infty} \varphi(\xi) = -\infty \quad \text{and} \quad \limsup_{|\xi|\to\infty} \varphi(\xi) = +\infty.
\]

This implies that we have two unbounded sequences \((\xi_i)_i\) and \((\nu_i)_i\) with \( D^+ \varphi(\xi_i) \geq 0 \) and \( D^- \varphi(\nu_i) \leq 0 \). By Proposition 4.7, we have an infinite number of lower and upper solutions \( \alpha_i = \nu_i \sin t + w_\nu \) and \( \beta_i = \xi_i \sin t + w_\xi \).

These can be ordered \( \alpha_i \prec \beta_i \prec \alpha_{i+1} \) since \( \|w_\mu\|_{C^1} \) is bounded independently of μ. We conclude by applying Theorem 4.1.
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Chapter V

Monotone iterative methods

1 Abstract setting

Let $Z$ be a Banach space. An order cone $K \subset Z$ is a closed set such that
for all $u$ and $v \in K$, $u + v \in K$,
for all $t \in \mathbb{R}^+$ and $u \in K$, $tu \in K$,
if $u \in K$ and $-u \in K$ then $u = 0$.
Such a cone $K$ induces an order on $Z$:
$$u \leq v \quad \text{if and only if} \quad v - u \in K.$$ We write equivalently $u \leq v$ or $v \geq u$. The cone is said to be normal if there exists $c > 0$ such that $0 \leq u \leq v$ implies $\|u\| \leq c\|v\|$.

The following theorem gives conditions for an increasing sequence $(\alpha_n)_n$ to converge to a fixed point of $T$.

**Theorem 1.1** Let $X \subset Z$ be continuously included Banach spaces so that $Z$ has a normal order cone. Let $\alpha$ and $\beta \in X$, $\alpha \leq \beta$,
$$E = \{u \in X \mid \alpha \leq u \leq \beta\} \quad (1.1)$$
and let $T : E \to X$ be completely continuous in $X$. Assume the sequence $(\alpha_n)_n$ defined by
$$\alpha_0 = \alpha, \quad \alpha_n = T\alpha_{n-1}, \quad (1.2)$$
is bounded in $X$ and for all $n \in \mathbb{N}$
$$\alpha_n \leq \alpha_{n+1} \leq \beta.$$ Then the sequence $(\alpha_n)_n$ converges monotonically in $X$ to a fixed point $u$ of $T$ such that
$$\alpha \leq u \leq \beta.$$
Proof: Claim – The sequence \((\alpha_n)_n\) converges in \(X\). The sequence \((\alpha_n)_n\) is increasing and included in \(\mathcal{E}\). As the set \(A = \{\alpha_n \mid n \in \mathbb{N}\}\) is bounded in \(X\), \(T(A)\) is relatively compact in \(X\). Hence, any sequence \((\alpha_{n_k})_k \subset (\alpha_n)_n\) has a converging subsequence in \(X\) and therefore in \(Z\). As the order cone is normal and the sequence is monotone, the sequence itself converges in \(Z\), i.e. there exists \(u \in Z\) so that
\[\alpha \leq u \leq \beta\] and \(\alpha_n \xrightarrow{Z} u\).

It follows that all such subsequence converging in \(X\) have the same limit \(u\), which implies
\[\alpha_n \xrightarrow{X} u\]

Next, we deduce from the continuity of \(T\) that \(u\) is a fixed point of \(T\).

A similar result holds to prove the convergence of the sequence \((\beta_n)_n\).

**Theorem 1.2** Let \(X \subset Z\) be continuously included Banach spaces so that \(Z\) has a normal order cone. Let \(\alpha\) and \(\beta \in X\), \(\alpha \leq \beta\), \(\mathcal{E}\) be defined by (1.1) and \(T: \mathcal{E} \to X\) be completely continuous in \(X\). Assume the sequence \((\beta_n)_n\) defined by
\[
\beta_0 = \beta, \quad \beta_n = T\beta_{n-1},
\]
is bounded in \(X\) and for all \(n \in \mathbb{N}\)
\[
\beta_n \geq \beta_{n+1} \geq \alpha.
\]

Then the sequence \((\beta_n)_n\) converges monotonically in \(X\) to a fixed point \(v\) of \(T\) such that
\[\alpha \leq v \leq \beta\]

As a corollary we can write the following result which deals with maps \(T\) that are monotone increasing, i.e. \(u \leq v\) implies \(Tu \leq Tv\).

**Theorem 1.3** Let \(X \subset Z\) be continuously included Banach spaces so that \(Z\) has a normal order cone. Let \(\alpha\) and \(\beta \in X\), \(\alpha \leq \beta\), \(\mathcal{E}\) be defined by (1.1) and let \(T: \mathcal{E} \to X\) be continuous and monotone increasing. Assume \(T(\mathcal{E})\) is relatively compact in \(X\) and
\[\alpha \leq T\alpha\] and \(T\beta \leq \beta\).

Then, the sequence \((\alpha_n)_n\) and \((\beta_n)_n\) defined by (1.2) and (1.3) converge monotonically in \(X\) to fixed points \(u_{\min}\) and \(u_{\max}\) of \(T\) such that
\[\alpha \leq u_{\min} \leq u_{\max} \leq \beta\]

Further, any fixed point \(u \in \mathcal{E}\) of \(T\) verifies
\[u_{\min} \leq u \leq u_{\max}\]
2. Well-ordered lower and upper solutions

Proof: Claim 1 – The sequence \((\alpha_n)_n\) converges in \(X\) to a fixed point \(u_{\text{min}}\) of \(T\) such that \(\alpha \leq u_{\text{min}} \leq \beta\). As \(T\) is monotone increasing, we prove by recurrence that for any \(n \in \mathbb{N}\), \(\alpha_n \leq \alpha_{n+1} \leq \beta\). Hence, \((\alpha_n)_n \subset \mathcal{E}\) and since \(T(\mathcal{E})\) is relatively compact in \(X\) the sequence \((\alpha_n)_n\) is bounded in \(X\). The claim follows now from Theorem 1.1.

Claim 2 – The sequence \((\beta_n)_n\) converges in \(X\) to a fixed point \(u_{\text{max}}\) of \(T\) such that \(u_{\text{min}} \leq u_{\text{max}} \leq \beta\). As for Claim 1 we prove existence of a fixed point \(u_{\text{max}}\) such that \(\alpha \leq u_{\text{max}} \leq \beta\). Next, as \(T\) is monotone increasing and \(\alpha \leq \beta\) we deduce by recurrence that \(\alpha_n \leq \beta_n\). At last, going to the limit we obtain \(u_{\text{min}} \leq u_{\text{max}}\).

Claim 3 – Any fixed point \(u \in \mathcal{E}\) of \(T\) verifies \(u_{\text{min}} \leq u \leq u_{\text{max}}\). Since \(\alpha \leq u \leq \beta\), we deduce by recurrence \(\alpha_n = T\alpha_{n-1} \leq Tu = u \leq T\beta_{n-1} = \beta_n\). The claim follows now going to the limit.

Remark 1.1 In Theorem 1.1, we cannot prove the fixed point \(u\) is minimal since we only have some control on \(T(u)\) for \(u \in \{\alpha_n \mid n \in \mathbb{N}\}\). Consider for example any continuous function \(T : [-1/2, 1/2] \to \mathbb{R}\) such that
\[
T(-1/2^n) = -1/2^{n+1}, \quad T(-1/2^{n+1}) = -1/2^{n+1}.
\]
The assumptions of the theorem are satisfied for \(\alpha = -1/2\) and \(\beta = 1/2\). The sequence \((\alpha_n)_n = (-1/2^n)_n\) converges to the fixed point \(u = 0\). However \(u = 0\) is not minimal since the points \(u_n = -1/2^{n+1} \in [-1/2, 1/2]\) are fixed points of \(T\).

2 Well-ordered lower and upper solutions

2.1 The periodic problem

Consider the periodic boundary value problem
\[
\begin{align*}
\alpha'' &= f(t, \alpha), \\
\alpha(a) &= \alpha(b), \quad \alpha'(a) = \alpha'(b),
\end{align*} \tag{2.1}
\]
where \(f\) is a continuous function.

Our aim is to build an approximation scheme, easy to compute, that converges to solutions of (2.1). To this end, given continuous functions \(\alpha\) and \(\beta\), and \(M > 0\), we consider the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) defined by
\[
\begin{align*}
\alpha_0 &= \alpha, \\
\alpha''_n - M\alpha_n &= f(t, \alpha_{n-1}) - M\alpha_{n-1}, \\
\alpha_n(a) &= \alpha_n(b), \quad \alpha'(a) = \alpha'(b) \tag{2.2}
\end{align*}
\]
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and
\[
\begin{align*}
\beta_0 &= \beta, \\
\beta_n'' - M\beta_n &= f(t, \beta_{n-1}) - M\beta_{n-1}, \\
\beta_n(a) &= \beta_n(b), \quad \beta_n'(a) = \beta_n'(b).
\end{align*}
\] (2.3)

The approximations \(\alpha_n\) and \(\beta_n\) are “easy to compute”, in the sense that for every \(n\), the problems (2.2) and (2.3) are linear and have unique solutions which read explicitly
\[
\begin{align*}
\alpha_n(t) &= \int_a^b G(t, s)(f(s, \alpha_{n-1}(s)) - M\alpha_{n-1}(s)) \, ds, \\
\beta_n(t) &= \int_a^b G(t, s)(f(s, \beta_{n-1}(s)) - M\beta_{n-1}(s)) \, ds,
\end{align*}
\]
where \(G(t, s)\) is the Green function of the problem
\[
\begin{align*}
\alpha'' - Mu &= f(t), \\
\alpha(a) &= \alpha(b), \quad \alpha'(a) = \alpha'(b), \\
\beta'' - Mu &= f(t), \quad \beta(a) = \beta(b), \quad \beta'(a) = \beta'(b).
\end{align*}
\] (2.4)

Clearly this does not avoid numerical difficulties such as those related to stiff systems.

The next theorem proves the convergence of the \(\alpha_n\) and \(\beta_n\).

**Theorem 2.1** Let \(\alpha\) and \(\beta\) \(\in C^2([a, b])\), \(\alpha \leq \beta\) and
\[
E := \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \leq \beta(t)\}. \quad (2.5)
\]

Assume \(f : E \to \mathbb{R}\) is a continuous function, there exists \(M > 0\) such that for all \((t, u_1), (t, u_2) \in E\),
\[
u_1 \leq u_2 \text{ implies } f(t, u_2) - f(t, u_1) \leq M(u_2 - u_1)
\]
and for all \(t \in [a, b]\)
\[
\begin{align*}
\alpha''(t) &\geq f(t, \alpha(t)), \quad \alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b), \\
\beta''(t) &\leq f(t, \beta(t)), \quad \beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b).
\end{align*}
\]

Then the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) defined by (2.2) and (2.3) converge monotonically in \(C^1([a, b])\) to solutions \(u_{\text{min}}\) and \(u_{\text{max}}\) of (2.1) such that
\[
\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta.
\]

Further, any solution \(u\) of (2.1) with graph in \(E\) verifies
\[
u_{\text{min}} \leq u \leq u_{\text{max}}.
\]
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2. Well-ordered lower and upper solutions

Proof: Let \( X = C^1([a, b]) \), \( Z = C([a, b]) \), \( K = \{ u \in Z \mid u(t) \geq 0 \text{ on } [a, b] \} \) be the ordered cone in \( Z \) and \( E \) be defined from (1.1). Define the operator 
\( T : E \to X \) by

\[
Tu(t) = \int_a^b G(t, s)(f(s, u(s)) - Mu(s)) \, ds,
\]

where \( G(t, s) \) is the Green function of (2.4). This operator is continuous in \( X \) and monotone increasing. Further, \( T(E) \) is relatively compact in \( X \), \( \alpha \leq T\alpha \) and \( \beta \geq T\beta \). The proof follows now from Theorem 1.3.

Remark. Notice that the assumption \( \alpha \) and \( \beta \in C^2([a, b]) \) is not restrictive. If these functions are only \( C^2 \)-lower and upper solutions, the first iterates \( \alpha_1 \) and \( \beta_1 \) satisfy the assumptions of the theorem and are such that \( \alpha \leq \alpha_1 \leq \beta_1 \leq \beta \).

Remark. Recall that existence of the minimal and maximal solutions \( u_{\text{min}} \) and \( u_{\text{max}} \) follows from Theorem I-2.4.

Next, we consider a derivative dependent problem

\[
\begin{align*}
\alpha'' &= f(t, \alpha, \alpha'), \\
\alpha(a) &= \alpha(b), \quad \alpha'(a) = \alpha'(b).
\end{align*}
\] (2.6)

As above, given \( \alpha, \beta \in C^1([a, b]) \) and \( L > 0 \), we consider the approximation schemes

\[
\begin{align*}
\alpha_0 &= \alpha, \\
\alpha_n'' - L\alpha_n &= f(t, \alpha_{n-1}, \alpha_{n-1}') - L\alpha_{n-1}, \\
\alpha_n(a) &= \alpha_n(b), \quad \alpha_n'(a) = \alpha_n'(b)
\end{align*}
\] (2.7)

and

\[
\begin{align*}
\beta_0 &= \beta, \\
\beta_n'' - L\beta_n &= f(t, \beta_{n-1}, \beta_{n-1}') - L\beta_{n-1}, \\
\beta_n(a) &= \beta_n(b), \quad \beta_n'(a) = \beta_n'(b).
\end{align*}
\] (2.8)

Such problems lead to a major difficulty. A straightforward application of the previous ideas would be to assume that for any \( u_1, u_2, v_1 \) and \( v_2 \),

\[ u_1 \leq u_2 \text{ implies } f(t, u_2, v_2) - f(t, u_1, v_1) \leq L(u_2 - u_1). \]

This would mean that \( f \) does not depend on derivatives.

The following result turns out the difficulty.
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Theorem 2.2 Let $\alpha$ and $\beta \in C^2([a, b])$, $\alpha \leq \beta$ and

$$E := \{(t, u, v) \in [a, b] \times \mathbb{R}^2 \mid \alpha(t) \leq u \leq \beta(t)\}.$$  \hfill (2.9)

Assume $f : E \to \mathbb{R}$ is a continuous function, there exists $M \geq 0$ such that for all $(t, u_1, v_1), (t, u_2, v_2) \in E,$

$$u_1 \leq u_2 \quad \text{implies} \quad f(t, u_2, v) - f(t, u_1, v) \leq M(u_2 - u_1),$$  \hfill (2.10)

there exists $N \geq 0$ such that for all $(t, u, v_1), (t, u, v_2) \in E,$

$$|f(t, u, v_2) - f(t, u, v_1)| \leq N|v_2 - v_1|$$  \hfill (2.11)

and for all $t \in [a, b]$

$$\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b),$$

$$\beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b).$$

At last, let $L > 0$ be such that

$$L \geq M + \frac{N^2}{2} + \frac{N}{2} \sqrt{N^2 + 4M}$$  \hfill (2.12)

and for all $t \in [a, b]$

$$f(t, \alpha(t), \alpha'(t)) - f(t, \beta(t), \beta'(t)) + L(\beta(t) - \alpha(t)) \geq 0.$$  \hfill (2.13)

Then, the sequences $(\alpha_n)_n$ and $(\beta_n)_n$ defined by (2.7) and (2.8) converge monotonically in $C^1([a, b])$ to solutions $u$ and $v$ of (2.6) such that

$$\alpha \leq u \leq v \leq \beta.$$

**Remarks**

(a) The function $w = \beta - \alpha \geq 0$ satisfies

$$-w'' + N|w'| + (M + 1)w = h(t) \geq 0, \quad w(a) = w(b), \quad w'(b) \geq w'(a).$$

Hence, using the maximum principle (Theorem A-5.3 with $p(t) = -N\text{sign}w'$ and $q(t) = -(M + 1)$) we can prove that, if $\alpha \neq \beta$, our assumptions imply $\alpha < \beta$ on $[a, b]$. Also if $u$ is a solution of (2.6) such that $\alpha \leq u \leq \beta$, we have $\alpha < u < \beta$.

(b) It is clear from Remark (a) that the assumptions on $L$ are satisfied if $L$ is large enough so that the theorem applies for any values of $M$ and $N$ which satisfy the assumptions (2.10) and (2.11).

(c) The conditions on $L$ are immediately satisfied with $L = M$ if the function $f$ does not depend on the derivative $u'$ (i.e. $N = 0$).
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(d) If \( \alpha \) (resp. \( \beta \)) is a solution of (2.6), we have \( \alpha_n = \alpha \) (resp. \( \beta_n = \beta \)) for all \( n \in \mathbb{N} \).

**Proof of Theorem 2.2**: The proof uses Theorems 1.1 and 1.2 with \( X = \mathcal{C}^1([a,b]), Z = \mathcal{C}([a,b]) \) and \( K = \{ u \in Z \mid u(t) \geq 0 \text{ on } [a,b] \} \) as the ordered cone in \( Z \). Let \( \mathcal{E} \) be defined from (1.1). The operator \( T : \mathcal{E} \to X \), defined by

\[
Tu(t) = \int_a^b G(t, s)(f(s, u(s), u'(s)) - Lu(s)) \, ds,
\]

where \( G(t, s) \) is the Green function of (2.4) with \( M = L \), is completely continuous in \( X \). With these notations, the approximation schemes (2.7) and (2.8) are equivalent to (1.2) and (1.3).

**A** : Claim – Let \( L > 0 \) satisfy (2.12). Then the functions \( \alpha_n \) defined recursively by (2.7) are such that for all \( n \in \mathbb{N} \),

(a) \( \alpha_n \) is a lower solution, i.e.

\[
\begin{align*}
\alpha_n''(t) &\geq f(t, \alpha_n(t), \alpha_n'(t)), \\
\alpha_n(a) &= \alpha_n(b), \quad \alpha_n'(a) \geq \alpha_n'(b),
\end{align*}
\]

(2.14)

(b) \( \alpha_{n+1} \geq \alpha_n \).

The proof is by recurrence.

**Initial step** : \( n = 0 \). The condition (2.14) for \( n = 0 \) is an assumption. Next, \( w = \alpha_1 - \alpha_0 \) is a solution of

\[
-w'' + Lw = \alpha_0''(t) - f(t, \alpha_0(t), \alpha_0'(t)) \geq 0,
\]

\[
w(a) = w(b), \quad w'(a) \leq w'(b).
\]

Hence, we deduce (b) from the maximum principle (Theorem A-5.3).

**Recurrence step** – 1st part : assume (a) and (b) hold for some \( n \) and let us prove that

\[
\begin{align*}
\alpha_{n+1}''(t) &\geq f(t, \alpha_{n+1}(t), \alpha_{n+1}'(t)), \\
\alpha_{n+1}(a) &= \alpha_{n+1}(b), \quad \alpha_{n+1}'(a) \geq \alpha_{n+1}'(b),
\end{align*}
\]

Let \( w = \alpha_{n+1} - \alpha_n \). We have

\[
-\alpha_{n+1}'' + f(t, \alpha_{n+1}, \alpha_{n+1}') = f(t, \alpha_{n+1}, \alpha_{n+1}') - f(t, \alpha_n, \alpha_n') - L(\alpha_{n+1} - \alpha_n)
\]

\[
\leq M(\alpha_{n+1} - \alpha_n) + N|\alpha_{n+1}' - \alpha_n'| - L(\alpha_{n+1} - \alpha_n)
\]

\[
= (M - L)w + N|w'|.
\]

On the other hand, \( w \) satisfies

\[
-w'' + Lw = h(t), \quad w(a) = w(b), \quad w'(b) - w'(a) = A,
\]
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with \( h(t) := \alpha''_n(t) - f(t, \alpha_n(t), \alpha'_n(t)) \geq 0 \) and \( A \geq 0 \). Its solution \( w \) reads

\[
w(t) = k \left[ \int_a^t h(s) \cosh \sqrt{L} \left( \frac{b-a}{2} + s - t \right) ds + \int_t^b h(s) \cosh \sqrt{L} \left( \frac{b-a}{2} + t - s \right) ds + A \cosh \sqrt{L} \left( t - \frac{a+b}{2} \right) \right],
\]

where

\[
k = \left( 2 \sqrt{L} \sinh \sqrt{L} \frac{b-a}{2} \right)^{-1}.
\]

Hence, to prove \( \alpha_{n+1} \) is a lower solution, we only have to verify

\[
\int_a^t \left[ (M - L) \cosh \sqrt{L} \left( \frac{b-a}{2} + s - t \right) + N \sqrt{L} | \sinh \sqrt{L} \left( \frac{b-a}{2} + s - t \right) | \right] h(s) ds \leq 0,
\]

\[
\int_t^b \left[ (M - L) \cosh \sqrt{L} \left( \frac{b-a}{2} + t - s \right) + N \sqrt{L} | \sinh \sqrt{L} \left( \frac{b-a}{2} + t - s \right) | \right] h(s) ds \leq 0
\]

and

\[
(M - L) \cosh \sqrt{L} \left( t - \frac{a+b}{2} \right) + N \sqrt{L} | \sinh \sqrt{L} \left( t - \frac{a+b}{2} \right) | \leq 0.
\]

Since \( h \) is nonpositive and

\[
(M - L) \cosh x + N \sqrt{L} | \sinh x | \leq (M - L + N \sqrt{L}) | \sinh x |
\]

for all \( x \in \mathbb{R} \), we obtain \( (M - L)w + N|w'| \leq 0 \) if \( M - L + N \sqrt{L} \leq 0 \), which follows from (2.12).

Recurrence step – 2d part: assume (a) and (b) hold for some \( n \) and let us prove that \( \alpha_{n+2} \geq \alpha_{n+1} \). The function \( w = \alpha_{n+2} - \alpha_{n+1} \) satisfies (2.15), where

\[
h(t) := \alpha''_{n+1}(t) - f(t, \alpha_{n+1}(t), \alpha'_{n+1}(t)) \quad \text{and} \quad A = 0.
\]

From the previous step \( h(t) \geq 0 \) and the claim follows from the maximum principle (Theorem A-5.3).

B: Claim – Let \( L > 0 \) satisfy (2.12). Then the functions \( \beta_n \) defined recursively by (2.8) are such that for all \( n \in \mathbb{N} \),

(a) \( \beta_n \) is an upper solution, i.e.

\[
\beta''_n(t) \leq f(t, \beta_n(t), \beta'_n(t)), \quad \beta_n(a) = \beta_n(b), \quad \beta'_n(a) \leq \beta'_n(b),
\]

(b) \( \beta_{n+1} \leq \beta_n \).

The proof of this claim parallels the proof of Claim A.
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C: Claim – \( \alpha_n \leq \beta_n \). Define, for all \( i \in \mathbb{N} \), \( w_i = \beta_i - \alpha_i \) and
\[
h_i(t) := f(t, \alpha_i(t), \alpha'_i(t)) - f(t, \beta_i(t), \beta'_i(t)) + L(\beta_i(t) - \alpha_i(t)).
\]
The proof of the claim is by recurrence.

Initial step: \( \alpha_1 \leq \beta_1 \). The function \( w_1 \) is a solution of (2.15) with \( h = h_0 \geq 0 \) and \( A = 0 \). Using the maximum principle (Theorem A-5.3), we deduce that \( w_1 \geq 0 \), i.e. \( \alpha_1 \leq \beta_1 \).

Recurrence step: Let \( n \geq 2 \). If \( h_{n-2} \geq 0 \) and \( \alpha_{n-1} \leq \beta_{n-1} \), then \( h_{n-1} \geq 0 \) and \( \alpha_n \leq \beta_n \). First, let us prove that, for all \( t \in [a, b] \), the function \( h_{n-1} \) is nonnegative. Indeed, we have
\[
h_{n-1} = f(\cdot, \alpha_{n-1}, \alpha'_{n-1}) - f(\cdot, \beta_{n-1}, \beta'_{n-1}) + L(\beta_{n-1} - \alpha_{n-1})
\geq -M(\beta_{n-1} - \alpha_{n-1}) - N|\beta'_{n-1} - \alpha'_{n-1}| + L(\beta_{n-1} - \alpha_{n-1})
= (L-M)w_{n-1} - N|w'_{n-1}|.
\]
Notice that \( w_{n-1} \) is a solution of (2.15) with \( h(t) = h_{n-2}(t) \geq 0 \) and \( A = 0 \). Hence, we can proceed as in the proof of Claim A to show that \( h_{n-1} \geq 0 \). It follows then from the maximum principle (Theorem A-5.3) that \( w_n \) is nonnegative, i.e. \( \alpha_n \leq \beta_n \).

D: Claim – There exists \( R > 0 \) such that any solution \( u \) of
\[
u'' \geq f(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b),
\]
with \( \alpha \leq u \leq \beta \) satisfies \( \|u'\|_\infty < R \). We deduce from the assumptions that
\[
u'' = f(t, u, u') + h(t),
\]
where \( h(t) \geq 0 \),
\[
f(t, u, u') + h(t) \geq -\max_F |f(t, u, 0)| - N|u'|
\]
and \( F = \{(t, u) \mid t \in [a, b], \alpha(t) \leq u \leq \beta(t)\} \). The proof follows now using Proposition I-4.5.

E: Claim – There exists \( R > 0 \) such that any solution \( u \) of
\[
u'' \leq f(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b),
\]
with \( \alpha \leq u \leq \beta \) satisfies \( \|u'\|_\infty < R \). The proof repeats the argument of Claim D.
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Conclusion – We deduce from Theorems 1.1 and 1.2 that the sequences $(\alpha_n)_n$ and $(\beta_n)_n$ converge monotonically in $C^1([a, b])$ to functions $u$ and $v$ which are solutions of (2.6) such that $\alpha \leq u \leq \beta$ and $\alpha \leq v \leq \beta$. Further, as $\alpha_n \leq \beta_n$ for any $n$, we have $u \leq v$.

\textbf{Remark 2.1} In Claim D or E, the a-priori bound on $\|u'\|_\infty$ has to be independent of $h$. We cannot deduce it from an usual Nagumo condition, the control we have on $f(t, u, u') + h(t)$ being basically one-sided (see (2.16)). This is why we used a one-sided Nagumo condition.

Convergence to minimal and maximal solutions are easy to prove in case $L$ is large enough.

\textbf{Corollary 2.3} Let the assumptions of Theorem 2.2 be satisfied.

Then, for $L$ large enough, the sequences $(\alpha_n)_n$ and $(\beta_n)_n$ defined by (2.7) and (2.8) converge monotonically in $C^1([a, b])$ to solutions $u_{\text{min}}$ and $u_{\text{max}}$ of (2.6) such that

$$\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta.$$ 

Further, any solution $u$ of (2.6), such that $\alpha \leq u \leq \beta$, verifies

$$u_{\text{min}} \leq u \leq u_{\text{max}}.$$

\textbf{Proof}: Existence of extremal solutions $u_{\text{min}}$ and $u_{\text{max}}$ follows from Theorem I-5.6. If $\alpha$ is not a solution, we deduce from the above Remark (a) that $u_{\text{min}} > \alpha$. Hence, choosing $L > 0$ large enough so that (2.12) is satisfied and

$$f(t, \alpha(t), \alpha'(t)) - f(t, u_{\text{min}}(t), u'_{\text{min}}(t)) + L(u_{\text{min}}(t) - \alpha(t)) \geq 0$$

on $[a, b]$, we can apply Theorem 2.2 with $\beta = u_{\text{min}}$. This implies that $u = \lim_{n \to \infty} \alpha_n$ is such that $\alpha \leq u \leq u_{\text{min}}$, whence $u = u_{\text{min}}$.

Similarly, we prove $\lim_{n \to \infty} \beta_n = u_{\text{max}}$.

\textbf{Remark} Observe that the problem

$$u'' - u + (u')^2 = \sin t, \quad u(0) = u(2\pi), \quad u'(0) = u'(2\pi),$$

cannot be worked out from Theorem 2.2 as it does not satisfy (2.11). However, we can proceed as follows. Notice first that such a problem satisfies a Nagumo condition. Next, we know that lower and upper solutions, $\alpha$ and $\beta$.
\( \beta \in [-1, 1] \), of problems that satisfy this Nagumo condition have a-priori bounded derivatives: \( \|\alpha'\|_{\infty} \) and \( \|\beta'\|_{\infty} \leq R \). We can modify then the equation for \( |u'| \geq R \) so that the same a-priori bound on the derivatives can be obtained for the modified problem together with (2.11). It follows then that the approximations defined from (2.7) and (2.8) are the corresponding approximations for the modified problem so that convergence follows from Theorem 2.2.

The following theorem uses an approximation scheme which, from a computational point of view, is more involved since it uses piecewise linear equations. On the other hand, the analysis is simplified since the coefficients in the approximation scheme are the Lipschitz constants on the nonlinearity. Notice also that in this theorem we use different approximation schemes for the \( \alpha_n \) and for the \( \beta_n \).

**Theorem 2.4** Let \( \alpha \) and \( \beta \in C^2([a, b]) \), \( \alpha \leq \beta \) and \( E \) be defined by (2.9). Assume \( f : E \to \mathbb{R} \) is a continuous function, there exists \( M > 0 \) such that for all \( (t, u_1, v), (t, u_2, v) \in E \),

\[
|f(t, u_2, v) - f(t, u_1, v)| \leq M(u_2 - u_1),
\]

there exists \( N \geq 0 \) such that for all \( (t, u_1), (t, u_2) \in E \),

\[
|f(t, u_2) - f(t, u_1)| \leq N|u_2 - u_1|
\]

and for all \( t \in [a, b] \)

\[
\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b),
\]

\[
\beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b).
\]

Let \( \alpha_0 = \alpha \) and \( \beta_0 = \beta \). Then the problems

\[
\alpha'' - N|\alpha' - \alpha'_{n-1}| - M\alpha_n = f(t, \alpha_{n-1}, \alpha'_{n-1}) - M\alpha_{n-1}, \quad \alpha_n(a) = \alpha_n(b), \quad \alpha'_n(a) = \alpha'_n(b)
\]

and

\[
\beta'' + N|\beta' - \beta'_{n-1}| - M\beta_n = f(t, \beta_{n-1}, \beta'_{n-1}) - M\beta_{n-1}, \quad \beta_n(a) = \beta_n(b), \quad \beta'_n(a) = \beta'_n(b),
\]

define sequences \( (\alpha_n)_n \) and \( (\beta_n)_n \) that converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\min} \) and \( u_{\max} \) of (2.6) such that

\[
\alpha \leq u_{\min} \leq u_{\max} \leq \beta.
\]

Further, any solution \( u \) of (2.6), such that \( \alpha \leq u \leq \beta \), verifies

\[
u_{\min} \leq u \leq u_{\max}.
\]
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Proof: Let \(X = C^1([a,b]), Z = C([a,b]), K = \{u \in Z \mid u(t) \geq 0 \text{ on } [a,b]\}\) be the ordered cone in \(Z\) and \(E\) be defined from (1.1).

A : Definition of a completely continuous operator \(T\). Claim – For any \(u \in X\) the problem

\[
v'' - N|v' - u'(t)| - Mu = f(t, u(t), u'(t)) - Mu(t), \quad v(a) = v(b), \quad v'(a) = v'(b),
\]

(2.17)

has a unique solution \(v\). Notice that, if \(k > 0\) is large enough, \(-k\) and \(k\) are well-ordered lower and upper solutions of (2.17). Existence of a solution of this problem follows then from Theorem I-5.3 with \(\varphi(s) = K(s + 1)\) and \(K > 0\) large enough.

Let \(v_1\) and \(v_2\) be two solutions of (2.17). Define \(w = v_2 - v_1\) and assume that for some \(t_0 \in [a,b]\)

\[w(t_0) = \max_{t \in [a,b]} w(t) > 0.\]

We compute \(w'(t_0) = v_2'(t_0) - v_1'(t_0) = 0\) and obtain the contradiction \(w''(t_0) = Mw(t_0) + N(|v_2'(t_0) - u'(t_0)| - |v_1'(t_0) - u'(t_0)|) > 0\). Hence \(w \leq 0\). Similarly we prove \(w \geq 0\), which implies \(w = 0\), and the solution of (2.17) is unique.

Now, we can define the operator

\[T : E \to X, u \mapsto Tu,\]

where \(E\) is defined from (1.1) and \(Tu\) is the solution of (2.17). This operator is completely continuous.

B : Claim – For all \(n \in \mathbb{N}\), \(\alpha_{n+1} \geq \alpha_n\).

Initial step : \(w = \alpha_1 - \alpha_0 = T\alpha - \alpha \geq 0\). Notice that \(w\) solves the problem

\[
w'' - N|w' - \alpha'(t)| - Mu = f(t, \alpha(t), \alpha'(t)) - \alpha''(t) \leq 0, \quad w(b) - w(a) = 0, \quad w'(b) - w'(a) = \alpha'(a) - \alpha'(b) \geq 0.
\]

The claim follows from the maximum principle argument used in Claim A.

Recurrence step – Assume \(\alpha_{n+1} - \alpha_n \geq 0\) and prove \(w = \alpha_{n+2} - \alpha_{n+1} \geq 0\). The function \(w\) satisfies

\[
w'' - N|w' - \alpha' - Mw = f(t, \alpha_{n+1}, \alpha'_{n+1}) - f(t, \alpha_n, \alpha'_{n+1}) - M(\alpha_{n+1} - \alpha_n) - N|\alpha'_{n+1} - \alpha_n'| \leq 0
\]

and

\[w(a) = w(b), \quad w'(a) = w'(b).\]

The claim follows from the same maximum principle argument.
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C: Claim – $\alpha_n \leq \beta$. The proof repeats the argument of the previous claims.

D: Claim – The sequence $(\alpha_n)_n$ is bounded in $X$. The functions $\alpha_n$ solve problems

$$u'' + N|u'| - Mu = g_n(t), \quad u(a) = u(b), \quad u'(a) = u'(b),$$

where

$$g_n = N(|\alpha'_n| + |\alpha'_{n-1} - \alpha_n - 1| - |\alpha'_{n-1}|) + f(t, \alpha_{n-1}, \alpha'_n) - f(t, \alpha_{n-1}, 0) + f(t, \alpha_{n-1}, 0) - M\alpha_{n-1} \geq f(t, \alpha_{n-1}, 0) - M\alpha_{n-1} \geq f(t, \beta, 0) - M\beta.$$

As the $g_n$ are uniformly lower bounded, the boundedness of the $\alpha_n$ follows now from Proposition I-4.5.

E: Conclusion – The convergence of the sequence $(\alpha_n)_n$ to a solution $u_{min}$ of (2.6) follows from Theorem 1.1. To prove $u_{min}$ is a minimum solution, let $u$ be any solution of (2.6) such that $\alpha \leq u \leq \beta$. Notice that, if we choose $\beta = u$ as an upper solution, the previous claims still hold and Theorem 1.1 applies. Hence $u_{min} = \lim_{n \to \infty} \alpha_n \leq u$.

Similarly, we prove the convergence of the sequence $(\beta_n)_n$ to a maximal solution using Theorem 1.2.

2.2 The Neumann problem

The Neumann problem

$$u'' = f(t, u), \quad u'(a) = 0, \quad u'(b) = 0,$$

where $f$ is a continuous function, can be investigated along the lines of the periodic problem.

**Theorem 2.5** Let $\alpha$ and $\beta \in C^2([a, b])$, $\alpha \leq \beta$ and let $E$ be defined from (2.5). Assume $f : E \to \mathbb{R}$ is a continuous function, there exists $M > 0$ such that for all $(t, u_1), (t, u_2) \in E$,

$$u_1 \leq u_2 \text{ implies } f(t, u_2) - f(t, u_1) \leq M(u_2 - u_1)$$

and for all $t \in [a, b]$:

$$\alpha''(t) \geq f(t, \alpha(t)), \quad \alpha'(a) \geq 0, \quad \alpha'(b) \leq 0,$$

$$\beta''(t) \leq f(t, \beta(t)), \quad \beta'(a) \leq 0, \quad \beta'(b) \geq 0.$$

Then the sequences $(\alpha_n)_n$ and $(\beta_n)_n$ defined by
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\[ \alpha_0 = \alpha, \]
\[ \alpha_n'' - M \alpha_n = f(t, \alpha_{n-1}) - M \alpha_{n-1}, \]
\[ \alpha_n'(a) = 0, \quad \alpha_n'(b) = 0, \]

and
\[ \beta_0 = \beta, \]
\[ \beta_n'' - M \beta_n = f(t, \beta_{n-1}) - M \beta_{n-1}, \]
\[ \beta_n'(a) = 0, \quad \beta_n'(b) = 0, \]

converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\min} \) and \( u_{\max} \) of (2.18) such that
\[ \alpha \leq u_{\min} \leq u_{\max} \leq \beta. \]

Further, any solution \( u \) of (2.18) with graph in \( E \) verifies
\[ u_{\min} \leq u \leq u_{\max}. \]

**Exercise 2.1** Prove the above theorem.

*Hint:* See the proof of Theorem 2.1.

To deal with derivative dependent equations
\[ u'' = f(t, u, u'), \]
\[ u'(a) = 0, \quad u'(b) = 0, \]

we can use the ideas of Theorem 2.2.

**Theorem 2.6** Let \( \alpha \) and \( \beta \in C^2([a, b]) \), \( \alpha \leq \beta \) and let \( E \) be defined from (2.9). Assume \( f : E \rightarrow \mathbb{R} \) is a continuous function, there exists \( M \geq 0 \) such that for all \( (t, u_1, v), (t, u_2, v) \in E \),
\[ u_1 \leq u_2 \quad \text{implies} \quad f(t, u_2, v) - f(t, u_1, v) \leq M(u_2 - u_1), \]

there exists \( N \geq 0 \) such that for all \( (t, u, v_1), (t, u, v_2) \in E \),
\[ |f(t, u, v_2) - f(t, u, v_1)| \leq N|v_2 - v_1| \]

and for all \( t \in [a, b] \)
\[ \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha'(a) \geq 0, \quad \alpha'(b) \leq 0, \]
\[ \beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta'(a) \leq 0, \quad \beta'(b) \geq 0. \]

Then, if \( L \) is large enough, the sequences \( (\alpha_n)_n \) and \( (\beta_n)_n \) defined by
\[ \alpha_0 = \alpha, \]
\[ \alpha_n'' - L\alpha_n = f(t, \alpha_{n-1}, \alpha_{n-1}') - L\alpha_{n-1}, \]
\[ \alpha_n'(a) = 0, \quad \alpha_n'(b) = 0 \]
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and
\[ \beta_0 = \beta, \]
\[ \beta_n'' - L\beta_n = f(t, \beta_{n-1}', \beta_{n-1}''), \]
\[ \beta_n'(a) = 0, \beta_n'(b) = 0 \]
converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\min} \) and \( u_{\max} \) of (2.19) such that
\[ \alpha \leq u_{\min} \leq u_{\max} \leq \beta. \]
Further, any solution \( u \) of (2.19), such that \( \alpha \leq u \leq \beta \), verifies
\[ u_{\min} \leq u \leq u_{\max}. \]

Exercise 2.2 Prove the above theorem.

Hint: See the proofs of Theorem 2.2 and Corollary 2.3, or [64].

We can investigate problem (2.19) along the lines of Theorem 2.4.

Theorem 2.7 Let \( \alpha \) and \( \beta \in C^2([a, b]), \alpha \leq \beta \) and let \( E \) be defined from (2.9). Assume \( f : E \to \mathbb{R} \) is a continuous function, there exists \( M > 0 \) such that for all \( (t, u_1, v), (t, u_2, v) \in E, \)
\[ u_1 \leq u_2 \quad \text{implies} \quad f(t, u_2, v) - f(t, u_1, v) \leq M(u_2 - u_1), \]
there exists \( N \geq 0 \) such that for all \( (t, u, v_1), (t, u, v_2) \in E, \)
\[ |f(t, u, v_2) - f(t, u, v_1)| \leq N|v_2 - v_1| \]
and for all \( t \in [a, b] \)
\[ \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha'(a) \geq 0, \quad \alpha'(b) \leq 0, \]
\[ \beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta'(a) \leq 0, \quad \beta'(b) \geq 0. \]
Let \( \alpha_0 = \alpha \) and \( \beta_0 = \beta \). Then the problems
\[ \alpha_n'' - N|\alpha_n' - \alpha_n'| - M\alpha_n = f(t, \alpha_{n-1}', \alpha_{n-1}''), \]
\[ \alpha_n'(a) = 0, \alpha_n'(b) = 0 \]
and
\[ \beta_n'' + N|\beta_n' - \beta_n'| - M\beta_n = f(t, \beta_{n-1}', \beta_{n-1}''), \]
\[ \beta_n'(a) = 0, \beta_n'(b) = 0 \]
define sequences \( (\alpha_n)_n \) and \( (\beta_n)_n \) that converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\min} \) and \( u_{\max} \) of (2.19) such that
\[ \alpha \leq u_{\min} \leq u_{\max} \leq \beta. \]
Further, any solution \( u \) of (2.19), such that \( \alpha \leq u \leq \beta \), verifies
\[ u_{\min} \leq u \leq u_{\max}. \]
Exercise 2.3 Prove the above theorem.

Hint: See the proof of Theorem 2.4 or [233].

2.3 The Dirichlet problem

Consider the Dirichlet problem

\[ u'' = f(t, u), \quad u(a) = 0, \quad u(b) = 0, \]  \hspace{1cm} (2.20)

where \( f \) is a continuous function.

Theorem 2.8 Let \( \alpha \) and \( \beta \) belong to \( C^2([a, b]) \), \( \alpha \leq \beta \) and let \( E \) be defined from (2.5). Assume \( f : E \to \mathbb{R} \) is a continuous function, there exists \( M \geq 0 \) such that for all \( (t, u_1), (t, u_2) \in E \),

\[ u_1 \leq u_2 \text{ implies } f(t, u_2) - f(t, u_1) \leq M(u_2 - u_1) \]

and for all \( t \in [a, b] \)

\[ \alpha''(t) \geq f(t, \alpha(t)), \quad \alpha(a) \leq 0, \quad \alpha(b) \leq 0, \]
\[ \beta''(t) \leq f(t, \beta(t)), \quad \beta(a) \geq 0, \quad \beta(b) \geq 0. \]

Then the sequences \( (\alpha_n)_n \) and \( (\beta_n)_n \) defined by

\[ \alpha_0 = \alpha, \]
\[ \alpha_n'' - M\alpha_n = f(t, \alpha_{n-1}) - M\alpha_{n-1}, \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0 \]

and

\[ \beta_0 = \beta, \]
\[ \beta_n'' - M\beta_n = f(t, \beta_{n-1}) - M\beta_{n-1}, \quad \beta_n(a) = 0, \quad \beta_n(b) = 0 \]

converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\text{min}} \) and \( u_{\text{max}} \) of (2.20) such that

\[ \alpha \leq u_{\text{min}} \leq u_{\max} \leq \beta. \]

Further, any solution \( u \) of (2.20) with graph in \( E \) verifies

\[ u_{\text{min}} \leq u \leq u_{\max}. \]

Exercise 2.4 Prove the above theorem.
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**Hint**: See the proof of Theorem 2.1.

In case of derivative dependent equations

\[
\begin{align*}
    u'' &= f(t, u, u'), \\
    u(a) &= 0, \\
    u(b) &= 0,
\end{align*}
\]  
(2.21)

approximation schemes similar to (2.7), (2.8) do not work. Indeed if we try to repeat the argument of Theorem 2.2, we have to prove a-priori bounds on the derivatives of lower and upper solutions (see Parts D and E). As noticed in Remark 2.1, this implies we use one-sided Nagumo condition which, for the Dirichlet problem, imposes the lower and upper solutions to satisfy the boundary conditions. We can think this is not very restrictive since the first iterates \(\alpha_1\) and \(\beta_1\) already satisfy such conditions. However \(L\) must also verify (2.13) and this might not be the case even for large values of \(L\). We have then to consider alternative approximation schemes.

**Theorem 2.9** Let \(\alpha\) and \(\beta\) \(\in C^2([a, b])\), \(\alpha \leq \beta\) and let \(E\) be defined from (2.9). Assume \(f : E \to \mathbb{R}\) is a continuous function, there exists \(M \geq 0\) such that for all \((t, u_1, v), (t, u_2, v) \in E\),

\[
    u_1 \leq u_2 \text{ implies } f(t, u_2, v) - f(t, u_1, v) \leq M(u_2 - u_1),
\]

there exists \(N \geq 0\) such that for all \((t, u, v_1), (t, u, v_2) \in E\),

\[
    |f(t, u, v_2) - f(t, u, v_1)| \leq N|v_2 - v_1|
\]

and for all \(t \in [a, b]\)

\[
    \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha(a) = 0, \quad \alpha(b) = 0, \\
    \beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta(a) = 0, \quad \beta(b) = 0,
\]

At last, let \(K_0 \in C([a, b])\) be such that \(K_0(a) > 0\) and for all \(t \in [a, b]\), \(K_0(t) = -K_0(b + a - t)\).

Then, for \(L\) large enough, the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) defined by \(\alpha_0 = \alpha, \beta_0 = \beta, \alpha_n\)

\[
\begin{align*}
    \alpha''_{n+1} - \sqrt[3]{L} K_0(t)\alpha'_{n+1} - L\alpha_{n+1} &= f(t, \alpha_n, \alpha'_n) - \sqrt[3]{L} K_0(t)\alpha'_n - L\alpha_n, \\
    \alpha_{n+1}(a) &= 0, \quad \alpha_{n+1}(b) = 0
\end{align*}
\]

and \(\beta_n\)

\[
\begin{align*}
    \beta''_{n+1} - \sqrt[3]{L} K_0(t)\beta'_{n+1} - L\beta_{n+1} &= f(t, \beta_n, \beta'_n) - \sqrt[3]{L} K_0(t)\beta'_n - L\beta_n, \\
    \beta_{n+1}(a) &= 0, \quad \beta_{n+1}(b) = 0
\end{align*}
\]
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converge monotonically in $C^1([a,b])$ to solutions $u_{\text{min}}$ and $u_{\text{max}}$ of (2.21) such that

$$\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta.$$ 

Further, any solution $u$ of (2.21) with graph in $E$ verifies

$$u_{\text{min}} \leq u \leq u_{\text{max}}.$$

Exercise 2.5 Prove the above theorem.

Hint: See the proofs of Theorem 2.2 and Corollary 2.3 or [62].

2.4 Bounded solutions

In this section we consider bounded solutions of the differential equation

$$u'' + cu' = f(t, u). \tag{2.22}$$

To this end, we define the set $BC(\mathbb{R}) = \{u \in C(\mathbb{R}) \mid u \in L^\infty(\mathbb{R})\}$.

Theorem 2.10 Let $\alpha$ and $\beta \in C^2(\mathbb{R}) \cap L^\infty(\mathbb{R})$, $\alpha \leq \beta$ and let $E := \{(t,u) \in \mathbb{R}^2 \mid \alpha(t) \leq u \leq \beta(t)\}$. Assume $c \in \mathbb{R}$, $f : E \rightarrow \mathbb{R}$ is a continuous bounded function and there exists $M > 0$ such that for all $(t, u_1), (t, u_2) \in E$,

$$u_1 \leq u_2 \Rightarrow f(t, u_2) - f(t, u_1) \leq M(u_2 - u_1).$$

Assume further that for all $t \in \mathbb{R}$

$$\alpha''(t) + c\alpha'(t) \geq f(t, \alpha(t)), \quad \beta''(t) + c\beta'(t) \leq f(t, \beta(t)).$$

Let $\alpha_0 = \alpha$ and $\beta_0 = \beta$. Then the equations

$$\alpha''_{n+1} + c\alpha'_{n+1} - M\alpha_{n+1} = f(t, \alpha_n) - M\alpha_n, \quad \beta''_{n+1} + c\beta'_{n+1} - M\beta_{n+1} = f(t, \beta_n) - M\beta_n,$$

define sequences $(\alpha_n)_n$ and $(\beta_n)_n \subset BC(\mathbb{R})$ that converge monotonically and uniformly on bounded intervals of $\mathbb{R}$ to solutions $u_{\text{min}}$ and $u_{\text{max}}$ of (2.22) such that

$$\alpha \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta.$$ 

Further, any solution $u$ of (2.22) with graph in $E$ verifies

$$u_{\text{min}} \leq u \leq u_{\text{max}}.$$
2. Well-ordered lower and upper solutions

Proof: First recall that given \( p \in BC(\mathbb{R}) \), the problem

\[
y'' + cy' - \lambda y = p(t)
\]

with \( \lambda > 0 \) has a unique solution in \( BC(\mathbb{R}) \) given by

\[
y(t) = \int_{-\infty}^{+\infty} G(t, s) p(s) \, ds,
\]

where

\[
G(t, s) = -\frac{1}{2\nu} \exp \left( \frac{c}{2} (s - t) \right) \exp (-\nu |t - s|),
\]

with \( \nu = \sqrt{\lambda + \frac{c^2}{4}} \). This implies the \((\alpha_n)_n\) and \((\beta_n)_n\) are uniquely defined.

Claim 1 – If \( \alpha_n \) is such that for all \( t \in \mathbb{R} \)

\[
\alpha''_n(t) + c\alpha'_n(t) \geq f(t, \alpha_n(t)),
\]

\[
\alpha_n(t) \leq \beta(t),
\]

then the function \( \alpha_{n+1} \in BC(\mathbb{R}) \) defined by

\[
\alpha''_{n+1}(t) + c\alpha'_{n+1}(t) - M\alpha_{n+1} = f(t, \alpha_n(t)) - M\alpha_n,
\]

satisfies for all \( t \in \mathbb{R} \),

\[
\alpha''_{n+1}(t) + c\alpha'_{n+1}(t) \geq f(t, \alpha_{n+1}(t)),
\]

\[
\alpha_n(t) \leq \alpha_{n+1}(t) \leq \beta(t).
\]

It is enough to observe that \( \alpha_n \) and \( \beta \) satisfy for all \( t \in \mathbb{R} \)

\[
\alpha''_n(t) + c\alpha'_n(t) - M\alpha_n(t) \geq f(t, \alpha_n(t)) - M\alpha_n(t),
\]

\[
\beta''(t) + c\beta'(t) - M\beta(t) \leq f(t, \beta(t)) - M\beta(t) \leq f(t, \alpha_n(t)) - M\alpha_n(t).
\]

Hence, by Theorem II-5.6, the solution \( \alpha_{n+1} \) of

\[
u'' + cu' - Mu = f(t, \alpha_n) - M\alpha_n
\]

is such that \( \alpha_n \leq \alpha_{n+1} \leq \beta \) on \( \mathbb{R} \) and then satisfies also for all \( t \in \mathbb{R} \)

\[
\alpha''_{n+1}(t) + c\alpha'_{n+1}(t) - M\alpha_{n+1}(t) = f(t, \alpha_n(t)) - M\alpha_n(t)
\]

\[
\geq f(t, \alpha_{n+1}(t)) - M\alpha_{n+1}(t).
\]

Claim 2 – If \( \beta_n \) is such that for all \( t \in \mathbb{R} \)

\[
\beta''_n(t) + c\beta'_n(t) \leq f(t, \beta_n(t)),
\]

\[
\alpha(t) \leq \beta_n(t)
\]
then the function $\beta_{n+1}$ defined by

$$\beta_{n+1}'' + c\beta_{n+1}' - M\beta_{n+1} = f(t, \beta_n) - M\beta_n,$$

satisfies for all $t \in \mathbb{R},$

$$\beta_{n+1}''(t) + c\beta_{n+1}'(t) \leq f(t, \beta_{n+1}(t)),
\alpha(t) \leq \beta_{n+1}(t) \leq \beta_n(t).$$

The proof of this claim is similar to the proof of Claim 1.

Conclusion – For every bounded interval $I \subset \mathbb{R},$ we deduce from Proposition I-4.4, the existence of $K$ such that, for all $n,$ $\|\alpha_n\|_{C^1(I)} \leq K$ and $\|\beta_n\|_{C^1(I)} \leq K.$ Hence, we deduce from the Arzelà-Ascoli Theorem the convergence to solutions $u_{\min}$ and $u_{\max}.$ As usually if $u$ is a solution such that $\alpha \leq u \leq \beta,$ we can take $u$ as a lower solution and prove that $u_{\max} = \lim_{n \to \infty} \beta_n \geq u.$ Similarly we have $u_{\min} \leq u.$

3 Lower and upper solutions in reversed order

The monotone approximation method can be used in case the lower and upper solutions are in the reversed order $\beta \leq \alpha.$ This method works for any boundary value problem such that a uniform anti-maximum principle holds. This is the case for the periodic and the Neumann problems. We can also work bounded solutions on $\mathbb{R}.$ However the method does not apply to the Dirichlet problem since in this case, we only have a non-uniform anti-maximum principle.

3.1 The periodic problem

Consider the periodic boundary value problem

$$u'' = f(t, u),
 u(a) = u(b),
 u'(a) = u'(b),$$

where $f$ is a continuous function.

In Section 2, we have builded an approximation scheme for solutions of (3.1) based on the maximum principle. Here, we consider a similar approach based on the anti-maximum principle. Given continuous functions $\alpha$ and $\beta,$ and $M > 0,$ we consider the sequences $(\alpha_n)_n$ and $(\beta_n)_n$ defined by

$$\alpha_0 = \alpha,$n
$$\alpha_n'' + M\alpha_n = f(t, \alpha_{n-1}) + M\alpha_{n-1},
\alpha_n(a) = \alpha_n(b),
\alpha'_n(a) = \alpha'_n(b)$$
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and

\[ \beta_0 = \beta, \]
\[ \beta_n'' + M \beta_n = f(t, \beta_{n-1}) + M \beta_{n-1}, \quad \beta_n(a) = \beta_n(b), \quad \beta_n'(a) = \beta_n'(b). \]

(3.3)

If \( M \) is not an eigenvalue of the periodic problem, i.e. \( M \neq (\frac{2n\pi}{b-a})^2 \) with \( n \in \mathbb{N} \), the functions \( \alpha_n \) and \( \beta_n \), solutions of (3.2) and (3.3), can be written explicitly

\[ \alpha_n(t) = \int_{a}^{b} G(t, s)(f(s, \alpha_{n-1}(s)) + M\alpha_{n-1}(s)) \, ds, \]
\[ \beta_n(t) = \int_{a}^{b} G(t, s)(f(s, \beta_{n-1}(s)) + M\beta_{n-1}(s)) \, ds, \]

where \( G(t, s) \) is the Green function of the problem

\[ u'' + Mu = f(t), \quad u(a) = u(b), \quad u'(a) = u'(b). \]

(3.4)

The next theorem indicates a framework to obtain convergence of the \( \alpha_n \) and \( \beta_n \) to extremal solutions of (3.1).

**Theorem 3.1** Let \( \alpha \) and \( \beta \in C^2([a, b]) \), \( \beta \leq \alpha \) and

\[ E := \{(t, u) \in [a, b] \times \mathbb{R} \mid \beta(t) \leq u \leq \alpha(t) \}. \]

(3.5)

Assume \( f : E \to \mathbb{R} \) is a continuous function, there exists \( M \in ]0, (\frac{\pi}{b-a})^2[ \) such that for all \( (t, u_1), (t, u_2) \in E \),

\[ u_1 \leq u_2 \text{ implies } f(t, u_2) - f(t, u_1) \geq -M(u_2 - u_1) \]

and for all \( t \in [a, b] \)

\[ \alpha''(t) \geq f(t, \alpha(t)), \quad \alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b), \]
\[ \beta''(t) \leq f(t, \beta(t)), \quad \beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b). \]

Then the sequences \( (\alpha_n)_n \) and \( (\beta_n)_n \) defined by (3.2) and (3.3) converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\text{max}} \) and \( u_{\text{min}} \) of (3.1) such that

\[ \beta \leq u_{\text{min}} \leq u_{\text{max}} \leq \alpha. \]

Further, any solution \( u \) of (3.1) with graph in \( E \) verifies

\[ u_{\text{min}} \leq u \leq u_{\text{max}}. \]
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Proof: Let $X = C^1([a,b])$, $Z = C([a,b])$, $K = \{ u \in Z \mid u(t) \geq 0 \text{ on } [a,b] \}$ be the ordered cone in $Z$ and
\[ E = \{ u \in X \mid \beta \leq u \leq \alpha \}. \tag{3.6} \]

The operator $T : E \to X$, defined by
\[ Tu(t) = \int_a^b G(t,s)(f(s,u(s)) + Mu(s)) \, ds, \]
where $G(t,s)$ is the Green function of (3.4), is continuous in $X$ and monotone increasing (see Corollary A-6.3). Further, $T(E)$ is relatively compact in $X$, $\beta \leq T\beta$ and $\alpha \geq T\alpha$. The proof follows now from Theorem 1.3, where $\alpha$ and $\beta$ have to be interchanged.

Next, we consider the derivative dependent problem
\[ u'' = f(t,u,u'), \quad u(a) = u(b), \quad u'(a) = u'(b). \tag{3.7} \]

As above, given $\alpha, \beta \in C^1([a,b])$ and $L > 0$, we consider the approximation schemes
\[ \alpha_0 = \alpha, \]
\[ \alpha''_n + L\alpha_n = f(t, \alpha_{n-1}, \alpha'_{n-1}) + L\alpha_{n-1}, \quad \alpha_n(a) = \alpha_n(b), \quad \alpha'_n(a) = \alpha'_n(b) \tag{3.8} \]
and
\[ \beta_0 = \beta, \]
\[ \beta''_n + L\beta_n = f(t, \beta_{n-1}, \beta'_{n-1}) + L\beta_{n-1}, \quad \beta_n(a) = \beta_n(b), \quad \beta'_n(a) = \beta'_n(b). \tag{3.9} \]

The following result paraphrases Theorem 2.2 in a case where the anti-maximum principle applies.

**Theorem 3.2** Let $\alpha$ and $\beta \in C^2([a,b])$, $\beta \leq \alpha$ and
\[ E := \{ (t,u,v) \in [a,b] \times \mathbb{R}^2 \mid \beta(t) \leq u \leq \alpha(t) \}. \tag{3.10} \]

Assume $f : E \to \mathbb{R}$ is a continuous function, there exists $M \in ]0,(\frac{\pi}{a-b})^2]$ such that for all $(t,u_1,v_1), (t,u_2,v_2) \in E$,
\[ u_1 \leq u_2 \text{ implies } f(t,u_2,v) - f(t,u_1,v) \geq -M(u_2 - u_1), \]
there exists $N \geq 0$ such that for all $(t,u,v_1), (t,u,v_2) \in E$,
\[ |f(t,u,v_2) - f(t,u,v_1)| \leq N|v_2 - v_1| \]
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and for all \( t \in [a, b] \)
\[
\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b), \\
\beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b).
\]

At last, let \( L \in [M, (\frac{b-a}{b-a})^2] \) be such that
\[
(L - M) \cos \sqrt{L} \left( \frac{b-a}{2} \right) - N \sqrt{L} \sin \sqrt{L} \left( \frac{b-a}{2} \right) \geq 0 \tag{3.11}
\]
and
\[
f(t, \alpha(t), \alpha'(t)) - f(t, \beta(t), \beta'(t)) + L(\alpha(t) - \beta(t)) \geq 0.
\]

Then, the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) defined by (3.8) and (3.9) converge monotonically in \( C^1([a, b]) \) to solutions \( u \) and \( v \) of (3.7) such that
\[
\beta \leq v \leq u \leq \alpha.
\]

**Remark** In case \( f \) is independent of \( u' \), we have \( N = 0 \) and we can choose \( L = M \) so that Theorem 3.2 reduces to Theorem 3.1.

**Proof:** The proof uses Theorems 1.1 and 1.2 with \( X = C^1([a, b]), Z = C([a, b]) \) and \( K = \{ u \in Z \mid u(t) \geq 0 \text{ on } [a, b] \} \) as the ordered cone in \( Z \). Let \( E \) be defined from (3.6). The operator \( T : E \to X \), defined by
\[
Tu(t) = \int_a^b G(t, s)(f(s, u(s), u'(s)) + Lu(s)) \, ds,
\]
where \( G(t, s) \) is the Green function of (3.4) with \( M \) replaced by \( L \), is completely continuous in \( X \). With these notations, the approximation schemes (3.8) and (3.9) are equivalent to (1.3) and (1.2).

\( A : \) Claim – Let \( L \in [M, (\frac{b-a}{b-a})^2] \) satisfy (3.11). Then the functions \( \alpha_n \) defined recursively by (3.8) are such that for all \( n \in \mathbb{N} \),
\( a \) \( \alpha_n \) is a lower solution, i.e.
\[
\alpha_n''(t) \geq f(t, \alpha_n(t), \alpha'_n(t)), \quad \alpha_n(a) = \alpha_n(b), \quad \alpha'_n(a) \geq \alpha'_n(b), \tag{3.12}
\]

\( b \) \( \alpha_{n+1} \leq \alpha_n \).

The proof is by recurrence.

**Initial step:** \( n = 0 \). The condition (3.12) for \( n = 0 \) is an assumption. Next, \( w = \alpha_0 - \alpha_1 \) is a solution of
\[
\begin{align*}
w'' + Lw &= \alpha_0''(t) - f(t, \alpha_0(t), \alpha'_0(t)) \geq 0, \\
w(a) &= w(b), \quad w'(a) \geq w'(b).
\end{align*}
\]

Hence, we deduce (b) from the anti-maximum principle (Corollary A-6.3).
Recurrence step – 1st part : assume (a) and (b) hold for some \( n \) and let us prove that
\[
\alpha''_{n+1}(t) \geq f(t, \alpha_{n+1}(t), \alpha'_{n+1}(t)),
\]
\[
\alpha_{n+1}(a) = \alpha_{n+1}(b), \quad \alpha'_{n+1}(a) \geq \alpha'_{n+1}(b).
\]
Let \( w = \alpha_n - \alpha_{n+1} \geq 0 \). We have
\[
-w'' + f(t, \alpha_{n+1}, \alpha'_{n+1}) = -f(t, \alpha_n, \alpha'_n) + f(t, \alpha_{n+1}, \alpha'_{n+1}) - L(\alpha_n - \alpha_{n+1})
\leq M(\alpha_n - \alpha_{n+1}) + N|\alpha'_{n+1} - \alpha'_n| - L(\alpha_n - \alpha_{n+1})
= (M - L)w + N|w'|.
\]
On the other hand, \( w \) satisfies
\[
w'' + Lw = h(t), \quad w(a) = w(b), \quad w'(a) - w'(b) = C, \tag{3.13}
\]
with \( h(t) := \alpha''_n(t) - f(t, \alpha_n(t), \alpha'_n(t)) \geq 0 \) and \( C \geq 0 \). Observe that
\[
w(t) = \frac{1}{2\sqrt{L} \sin \sqrt{L}(\frac{b-a}{2})} \left[ C \cos \sqrt{L}(\frac{a+b}{2} - t) \right.
+ \int_t^b h(s) \cos \sqrt{L}(\frac{b-a}{2} + t - s) \, ds + \int_t^b h(s) \cos \sqrt{L}(\frac{b-a}{2} + t - s) \, ds
\]
Hence, using (3.11) and denoting \( D = 2\sqrt{L} \sin \sqrt{L}(\frac{b-a}{2}) \), we compute
\[
(M - L)w(t) + N|w'(t)|
\leq \frac{1}{D} \left[ C [(M - L) \cos \sqrt{L}(\frac{a+b}{2} - t) + N \sqrt{L} \sin \sqrt{L}(\frac{a+b}{2} - t)]
+ \int_a^t h(s)[(M - L) \cos \sqrt{L}(\frac{b-a}{2} + s - t)
+ \sqrt{L} \sin \sqrt{L}(\frac{b-a}{2} + s - t)] \, ds
+ \int_t^b h(s)[(M - L) \cos \sqrt{L}(\frac{b-a}{2} + t - s)
+ \sqrt{L} \sin \sqrt{L}(\frac{b-a}{2} + t - s)] \, ds \right]
\leq 0.
\]
Hence \( \alpha_{n+1} \) is a lower solution.

Recurrence step – 2nd part : assume (a) and (b) hold for some \( n \) and let us prove that \( \alpha_{n+2} \leq \alpha_{n+1} \). The function \( w = \alpha_n - \alpha_{n+2} \) satisfies (3.13), where
\[
h(t) := \alpha''_{n+1}(t) - f(t, \alpha_{n+1}(t), \alpha'_{n+1}(t)) \quad \text{and} \quad C = 0.
\]
From the previous step \( h(t) \geq 0 \) and the claim follows from the anti-maximum principle (Corollary A-6.3).
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B: Claim – Let \( L \in [M, (\frac{1}{b-a})^2] \) satisfy (3.11). Then the functions \( \beta_n \) defined recursively by (3.9) are such that for all \( n \in \mathbb{N} \),

(a) \( \beta_n \) is an upper solution, i.e.
\[
\beta_n(t) \leq f(t, \beta_n(t), \beta'_n(t)), \quad \beta_n(a) = \beta_n(b) \quad \beta_n'(a) \leq \beta_n'(b),
\]

(b) \( \beta_{n+1} \geq \beta_n \).

The proof of this claim parallels the proof of Claim A.

C: Claim – \( \alpha_n \geq \beta_n \). Define, for all \( i \in \mathbb{N} \), \( w_i = \alpha_i - \beta_i \) and
\[
h_i(t) := f(t, \alpha_i(t), \alpha'_i(t)) - f(t, \beta_i(t), \beta'_i(t)) + L(\alpha_i(t) - \beta_i(t)).
\]

The proof of the claim is by recurrence.

Initial step : \( \alpha_1 \geq \beta_1 \). The function \( w_1 \) is a solution of (3.13) with \( h = h_0 \geq 0 \) and \( C = 0 \). Using the anti-maximum principle (Corollary A-6.3), we deduce that \( w_1 \geq 0 \), i.e. \( \alpha_1 \geq \beta_1 \).

Recurrence step : Let \( n \geq 2 \). If \( h_{n-2} \geq 0 \) and \( \alpha_{n-1} \geq \beta_{n-1} \), then \( h_{n-1} \geq 0 \) and \( \alpha_n \geq \beta_n \). First, let us prove that, for all \( t \in [a, b] \), the function \( h_{n-1} \) is nonnegative. Indeed, we have
\[
h_{n-1} = f(t, \alpha_{n-1}, \alpha'_{n-1}) - f(t, \beta_{n-1}, \beta'_{n-1}) + L(\alpha_{n-1} - \beta_{n-1})
\geq -M(\alpha_{n-1} - \beta_{n-1}) - N|\alpha'_{n-1} - \beta'_{n-1}| + L(\alpha_{n-1} - \beta_{n-1})
= (L - M)w_{n-1} - N|w'_{n-1}|.
\]

Recall that \( w_{n-1} \) is a solution of (3.13) with \( h(t) = h_{n-2}(t) \geq 0 \) and \( C = 0 \). Hence, we can proceed as in the proof of Claim A to show that \( h_{n-1} \geq 0 \). It follows then from the anti-maximum principle (Corollary A-6.3) that \( w_n \) is nonnegative, i.e. \( \alpha_n \geq \beta_n \).

D: Claim – There exists \( R > 0 \) such that any solution \( u \) of
\[
u'' \geq f(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b),
\]
with \( \beta \leq u \leq \alpha \) satisfies \( \|u'\|_\infty < R \). We deduce from the assumptions that
\[
u'' = f(t, u, u') + h(t),
\]
where \( h(t) \geq 0 \), \( f(t, u, u') + h(t) \geq -\max_F |f(t, u, 0)| - N|u'| \) and \( F = \{ (t, u) \mid t \in [a, b], \beta(t) \leq u \leq \alpha(t) \} \). The proof follows now using Proposition I-4.5.
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Claim – There exists $R > 0$ such that any solution $u$ of
\[ u'' \leq f(t, u, u'), \quad u(a) = u(b), \quad u'(a) = u'(b), \]
with $\beta \leq u \leq \alpha$ satisfies $\|u'\|_{\infty} < R$. The proof repeats the argument of Claim D.

Conclusion – We deduce from Theorems 1.2 and 1.1, where $\alpha$ and $\beta$ have to be interchanged, that the sequences $(\alpha_n)_n$ and $(\beta_n)_n$ converge monotonically in $C^1([a, b])$ to functions $u$ and $v$ such that $\beta \leq v \leq \alpha$ and $\beta \leq u \leq \alpha$. Further Claim C implies $v \leq u$.

Example 3.1 Consider the problem
\[ u'' - k \arctan u' + cu^3 = \sin t, \]
\[ u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \]
where $c > 0$ and $k > 0$. This problem has $\alpha = c^{-1/3}$ and $\beta = -c^{-1/3}$ as lower and upper solutions. To satisfy the assumptions of Theorem 3.2, let $M = 3c^{1/3}$ and $N = k$, choose $L \in [3c^{1/3}, 1/4]$ and assume
\[ c < 12^{-3} \quad \text{and} \quad k \leq \frac{L - 3c^{1/3}}{\sqrt{L}} \cotan \sqrt{L \pi}. \]

As in Section 2, we can modify the analysis in case we accept to compute the approximations $\alpha_n$ and $\beta_n$ from piecewise linear problems. The following result adapts Theorem 2.4 to lower and upper solutions in reversed order.

Theorem 3.3 Let $\alpha$ and $\beta \in C^2([a, b])$, $\beta \leq \alpha$ and let $E$ be defined by (3.10). Assume $f : E \to \mathbb{R}$ is a continuous function, there exists $M > 0$ such that for all $(t, u_1, v), (t, u_2, v) \in E$,
\[ u_1 \leq u_2 \quad \text{implies} \quad f(t, u_2, v) - f(t, u_1, v) \geq -M(u_2 - u_1), \]
there exists $N \geq 0$ such that for all $(t, u, v_1), (t, u, v_2) \in E$,
\[ |f(t, u, v_2) - f(t, u, v_1)| \leq N|v_2 - v_1| \]
and for all $t \in [a, b]$
\[ \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha(a) = \alpha(b), \quad \alpha'(a) \geq \alpha'(b), \]
\[ \beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta(a) = \beta(b), \quad \beta'(a) \leq \beta'(b). \]
Assume also \( b - a \leq 2\theta(M, N/2) \), where

\[
\theta(M, N) = \begin{cases} 
\frac{1}{\sqrt{N^2-M}} \arctanh \sqrt{\frac{N^2-M}{N}}, & \text{if } 0 < M < \tilde{N}^2, \\
\frac{1}{N}, & \text{if } M = \tilde{N}^2, \\
\frac{1}{M-N^2} \left( \frac{\pi}{2} - \arctan \frac{\tilde{N}}{\sqrt{M-N^2}} \right), & \text{if } 0 \leq \tilde{N}^2 < M.
\end{cases}
\] (3.14)

Let \( \alpha_0 = \alpha \) and \( \beta_0 = \beta \). Then the problems

\[
\alpha_n'' - N|\alpha_n' - \alpha_{n-1}'| + M\alpha_n = f(t, \alpha_{n-1}, \alpha_n) + M\alpha_{n-1},
\]
and

\[
\beta_n'' + N|\beta_n' - \beta_{n-1}'| + M\beta_n = f(t, \beta_{n-1}, \beta_n) + M\beta_{n-1},
\]

define sequences \( (\alpha_n)_n \) and \( (\beta_n)_n \) that converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\max} \) and \( u_{\min} \) of (3.7) such that

\[
\beta \leq u_{\min} \leq u_{\max} \leq \alpha.
\]

Further, any solution \( u \) of (3.7), such that \( \beta \leq u \leq \alpha \), verifies

\[
u_{\min} \leq u \leq u_{\max}.
\]

Proof: Let \( X = C^1([a, b]) \), \( Z = C([a, b]) \), \( K = \{ u \in Z \mid u(t) \geq 0 \text{ on } [a, b] \} \) be the ordered cone in \( Z \) and \( E \) be defined from (1.1).

A: Definition of a completely continuous operator \( T \). Claim 1 – For any \( u \in X \) the problem

\[
v'' - N|v' - u'(t)| + Mv = f(t, u(t), u'(t)) + Mu(t), 
\]

\[
v(a) = v(b), \quad v'(a) = v'(b),
\] (3.15)

has a solution \( v \). Consider the problem

\[
v'' - s|v' - u'(t)| + Mv = \sigma(t), \quad v(a) = v(b), \quad v'(a) = v'(b),
\] (3.16)

with \( s \in [0, N] \) as an homotopy parameter and \( \sigma \in C([a, b]) \). Assume that solutions of (3.16) are not a-priori bounded in \( X \). Hence, there exists sequences \( (s_n)_n \subset [0, N] \) and \( (v_n)_n \subset X \) such that \( v_n \) solves (3.16) with \( s = s_n \) and \( \lim_{n \to \infty} \| v_n \|_{C^1} = +\infty \). We define then \( \tau_n = v_n/\| v_n \|_{C^1} \) and going to subsequences we can assume

\[
\tau_n \xrightarrow{C^1} \tau, \quad \tau_n \xrightarrow{L^2} \nu'' \quad \text{and} \quad s_n \to s.
\]
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Going to the limit in (3.16), we obtain that $\varpi$ solves
\[ \varpi'' - s|\varpi'| + M\varpi = 0, \quad \varpi(a) = \varpi(b), \quad \varpi'(a) = \varpi'(b). \]

If $M \leq s^2/4$, Theorem A-6.2 implies $\bar{v} = 0$. On the other hand, if $M > s^2/4$, we have $b - a \leq 2\theta(M, N/2) \leq 2\theta(M, s/2) \leq 2\chi(M, -s/2)$ (see (A-6.3) and (A-6.4)) and the conclusion $\varpi = 0$ follows from the same theorem. Hence, in all cases, this contradicts $\lim_{C_1} \nu_n = \bar{\nu}$. The proof of the claim follows now from the a-priori bounds and classical arguments in degree theory.

Claim 2 – The solution of problem (3.15) is unique

Let $v_1$ and $v_2$ be two solutions of (3.15). Define $w = v_2 - v_1$ and compute
\[ w'' + N|w'| + Mw = N(|v_1' - v_2'| + |v_2' - u' - |v_1' - u'|) \geq 0. \]
Hence, we deduce from the anti-maximum principle (Theorem A-6.2) that $w \geq 0$. Similarly we prove $w \leq 0$, which implies $w = 0$, and the solution of (3.15) is unique.

Now, we can define the operator
\[ T : E \to X, \, u \mapsto Tu, \]
where $E$ is defined from (1.1) and $Tu$ is the solution of (3.15). This operator is completely continuous.

B : Claim – For all $n \in \mathbb{N}$, $\alpha_n \geq \alpha_{n+1}$.

Initial step : $w = \alpha_0 - \alpha_1 = \alpha - T\alpha \geq 0$. Notice that $w$ solves the problem
\[ w'' + N|w'| + Mw = \alpha'(t) - f(t, \alpha(t), \alpha'(t)) \geq 0, \quad w(a) - w(b) = 0, \quad w'(a) - w'(b) = \alpha'(a) - \alpha'(b) \geq 0. \]
The claim follows from the anti-maximum principle (Theorem A-6.2).

Recurrence step – Assume $\alpha_n - \alpha_{n+1} \geq 0$ and prove $w = \alpha_{n+1} - \alpha_{n+2} \geq 0$.
The function $w$ satisfies
\[ w'' + N|w'| + Mw = f(t, \alpha_n, \alpha'_n) - f(t, \alpha_{n+1}, \alpha'_{n+1}) + N|\alpha'_{n+1} - \alpha'_n| + M(\alpha_n - \alpha_{n+1}) \geq 0 \]
and the claim follows from the anti-maximum principle (Theorem A-6.2).

C : Claim – $\alpha_n \geq \beta$. The proof repeats the argument of the previous claims.
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3. Lower and upper solutions in reversed order

D: *Claim* – The sequence \((\alpha_n)_n\) is bounded in \(X\). The functions \(\alpha_n\), \(n \geq 1\), solve the problems

\[
\frac{d^2}{dx^2} u + N|u'| + Mu = g_n(t), \quad u(a) = u(b), \quad u'(a) = u'(b),
\]

where

\[
g_n = N(|\alpha'_n| + |\alpha'_n - \alpha'_{n-1}| - |\alpha'_{n-1}|) + N|\alpha'_{n-1}| + f(t, \alpha_{n-1}, \alpha'_{n-1}) - f(t, \alpha_n, 0) + f(t, \alpha_{n-1}, 0) + M\alpha_{n-1} \geq f(t, \alpha_{n-1}, 0) + M\alpha_{n-1} \geq f(t, \beta, 0) + M\beta.
\]

As the \(g_n\) are uniformly lower bounded, the boundedness of the \(\alpha_n\) follows now from Proposition I-4.5.

E: *Conclusion* – The convergence of the sequence \((\alpha_n)_n\) to a solution \(u_{\text{max}}\) of (3.7) follows from Theorem 1.2, where \(\alpha\) and \(\beta\) have to be interchanged.

To prove \(u_{\text{max}}\) is the maximum solution, let \(u\) be any solution of (3.7) such that \(\beta \leq u \leq \alpha\). We apply then Theorem 1.2 with the \(\alpha\) and \(\beta\) of this theorem replaced respectively by \(u\) and \(\alpha\) and obtain \(u_{\text{max}} = \lim_{n \to \infty} \alpha_n \geq u\).

Similarly, we prove the convergence of the sequence \((\beta_n)_n\) to a minimal solution using Theorem 1.1.

3.2 The Neumann problem

The Neumann problem

\[
\frac{d^2}{dx^2} u = f(t, u), \quad u'(a) = 0, \quad u'(b) = 0,
\]

where \(f\) is a continuous function, can be investigated along the lines of the periodic problem.

**Theorem 3.4** Let \(\alpha\) and \(\beta \in \mathcal{C}^2([a, b])\), \(\beta \leq \alpha\) and let \(E\) be defined from (3.5). Assume \(f : E \to \mathbb{R}\) is a continuous function, there exists \(M \in [0, \frac{\pi}{2(b-a)})^2\) such that for all \((t, u_1), (t, u_2) \in E\),

\[
u_1 \leq u_2 \text{ implies } f(t, u_2) - f(t, u_1) \geq -M(u_2 - u_1)
\]

and for all \(t \in [a, b]\)

\[
\frac{d}{dt} f(t, \alpha(t)) \geq 0, \quad \frac{d}{dt} f(t, \beta(t)) \leq 0,
\]

then the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) defined by
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\[ \alpha_0 = \alpha, \]
\[ \alpha_n'' + M \alpha_n = f(t, \alpha_{n-1}) + M \alpha_{n-1}, \]
\[ \alpha_n'(a) = 0, \alpha_n'(b) = 0, \]
and
\[ \beta_0 = \beta, \]
\[ \beta_n'' + M \beta_n = f(t, \beta_{n-1}) + M \beta_{n-1}, \]
\[ \beta_n'(a) = 0, \beta_n'(b) = 0, \]
converge monotonically in \( C^1([a, b]) \) to solutions \( u_{\text{max}} \) and \( u_{\text{min}} \) of (3.17) such that
\[ \beta \leq u_{\text{min}} \leq u_{\text{max}} \leq \alpha. \]

**Exercise 3.1** Deduce the above theorem from Theorem 1.3.

To deal with derivative dependent equations
\[ u'' = f(t, u, u'), \]
\[ u'(a) = 0, \quad u'(b) = 0, \]
we can use the ideas of Theorem 3.2.

**Theorem 3.5** Let \( \alpha \) and \( \beta \in C^2([a, b]), \beta \leq \alpha \) and let \( E \) be defined from (3.10). Assume \( f : E \to \mathbb{R} \) is a continuous function, there exists \( M \in [0, \frac{\pi \sqrt{\pi^2}}{2(b-a)}] \) such that for all \( (t, u_1, v), (t, u_2, v) \in E, \)
\[ u_1 \leq u_2 \text{ implies } f(t, u_2, v) - f(t, u_1, v) \geq -M(u_2 - u_1), \]
there exists \( N \geq 0 \) such that for all \( (t, u, v_1), (t, u, v_2) \in E, \)
\[ |f(t, u, v_2) - f(t, u, v_1)| \leq N|v_2 - v_1| \]
and for all \( t \in [a, b] \)
\[ \alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha'(a) \geq 0, \quad \alpha'(b) \leq 0, \]
\[ \beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta'(a) \leq 0, \quad \beta'(b) \geq 0. \]

At last, let \( L \in [M, \frac{\pi \sqrt{\pi^2}}{2(b-a)}] \) be such that
\[ (L - M) \cos \sqrt{L} (b-a) - N \sqrt{L} \sin \sqrt{L} (b-a) \geq 0 \]
and
\[ f(t, \alpha(t), \alpha'(t)) - f(t, \beta(t), \beta'(t)) + L(\alpha(t) - \beta(t)) \geq 0. \]
Then, the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) defined by
\[
\alpha_0 = \alpha, \\
\alpha''_n + L\alpha_n = f(t, \alpha_{n-1}, \alpha'_{n-1}) + L\alpha_{n-1}, \\
\alpha'_n(a) = 0, \quad \alpha'_n(b) = 0,
\]
and
\[
\beta_0 = \beta, \\
\beta''_n + L\beta_n = f(t, \beta_{n-1}, \beta'_{n-1}) + L\beta_{n-1}, \\
\beta'_n(a) = 0, \quad \beta'_n(b) = 0,
\]
converge monotonically in \(C^1([a, b])\) to solutions \(u\) and \(v\) of (3.18) such that
\[
\beta \leq v \leq u \leq \alpha.
\]

**Exercise 3.2** Prove the above theorem along the lines of the proof of Theorem 3.2.

**Hint**: See [64].

We can investigate problem (3.18) using an analog of Theorem 3.3.

**Theorem 3.6** Let \(\alpha\) and \(\beta\) \(\in C^2([a,b])\), \(\beta \leq \alpha\) and let \(E\) be defined from (3.10). Assume \(f : E \to \mathbb{R}\) is a continuous function, there exists \(M > 0\) such that for all \((t, u_1, v)\), \((t, u_2, v)\) \(\in\) \(E\),
\[
u_1 \leq u_2 \quad \text{implies} \quad f(t, u_2, v) - f(t, u_1, v) \geq -M(u_2 - u_1),
\]
there exists \(N \geq 0\) such that for all \((t, u, v_1)\), \((t, u, v_2)\) \(\in\) \(E\),
\[
|f(t, u, v_2) - f(t, u, v_1)| \leq N|v_2 - v_1|
\]
and for all \(t \in [a, b]\)
\[
\alpha''(t) \geq f(t, \alpha(t), \alpha'(t)), \quad \alpha'(a) \geq 0, \quad \alpha'(b) \leq 0, \\
\beta''(t) \leq f(t, \beta(t), \beta'(t)), \quad \beta'(a) \leq 0, \quad \beta'(b) \geq 0.
\]
Assume also \(b - a \leq \theta(M, N/2)\), where \(\theta\) is defined from (3.14).

Let \(\alpha_0 = \alpha\) and \(\beta_0 = \beta\). Then the problems
\[
\alpha''_n - N|\alpha'_n - \alpha'_{n-1}| + M\alpha_n = f(t, \alpha_{n-1}, \alpha'_{n-1}) + M\alpha_{n-1}, \\
\alpha'_n(a) = 0, \quad \alpha'_n(b) = 0,
\]
and
\[
\beta''_n + N|\beta'_n - \beta'_{n-1}| + M\beta_n = f(t, \beta_{n-1}, \beta'_{n-1}) + M\beta_{n-1}, \\
\beta'_n(a) = 0, \quad \beta'_n(b) = 0,
\]
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define sequences \((\alpha_n)_n\) and \((\beta_n)_n\) that converge monotonically in \(C^1([a,b])\) to solutions \(u_{\text{max}}\) and \(u_{\text{min}}\) of (3.18) such that
\[
\beta \leq u_{\text{min}} \leq u_{\text{max}} \leq \alpha.
\]
Further, any solution \(u\) of (3.18), such that \(\beta \leq u \leq \alpha\), verifies
\[
u_{\text{min}} \leq u \leq u_{\text{max}}.
\]

**Exercise 3.3** Prove the above theorem along the lines of the proof of Theorem 3.3.

*Hint*: See [50].

### 3.3 Bounded solutions

Existence of bounded solutions of (2.22) can be deduced from lower and upper solutions in the reversed order. The following result parallels Theorem 2.10. Here we use \(BC^2(\mathbb{R}) = \{u \in C^2(\mathbb{R}) : u, u', u'' \in L^\infty(\mathbb{R})\}\).

**Theorem 3.7** Let \(\alpha\) and \(\beta\) \(\in BC^2(\mathbb{R})\), \(\alpha \geq \beta\) and let \(E := \{(t, u) \in \mathbb{R}^2 \mid \beta(t) \leq u \leq \alpha(t)\}\). Assume \(c > 0\), \(f : E \to \mathbb{R}\) is a continuous bounded function such that for all \((t, u_1), (t, u_2) \in E\),
\[
u_1 \leq u_2 \Rightarrow f(t, u_2) - f(t, u_1) \geq -\frac{c^2}{T}(u_2 - u_1).
\]
Assume further that for all \(t \in \mathbb{R}\)
\[
\alpha''(t) + c\alpha'(t) \geq f(t, \alpha(t)),
\]
\[
\beta''(t) + c\beta'(t) \leq f(t, \beta(t)).
\]
Let \(\alpha_0 = \alpha\) and \(\beta_0 = \beta\). Then the equations
\[
\alpha''_{n+1} + c\alpha'_{n+1} + \frac{c^2}{4}\alpha_{n+1} = f(t, \alpha_n) + \frac{c^2}{4}\alpha_n,
\]
\[
\beta''_{n+1} + c\beta'_{n+1} + \frac{c^2}{4}\beta_{n+1} = f(t, \beta_n) + \frac{c^2}{4}\beta_n,
\]
define sequences \((\alpha_n)_n\) and \((\beta_n)_n \subset BC(\mathbb{R})\) that converge monotonically and uniformly on bounded intervals of \(\mathbb{R}\) to solutions \(u_{\text{max}}\) and \(u_{\text{min}}\) of (2.22) such that
\[
\beta \leq u_{\text{min}} \leq u_{\text{max}} \leq \alpha.
\]
Further, any solution \(u\) of (2.22), such that \(\beta \leq u \leq \alpha\), verifies
\[
u_{\text{min}} \leq u \leq u_{\text{max}}.
\]
Proof: First observe that given \( p \in BC(\mathbb{R}) \), the unique solution in \( BC(\mathbb{R}) \) of
\[
y'' + cy' + \frac{c^2}{4} y = p(t)
\]
is given by
\[
y(t) = \int_{-\infty}^{+\infty} G(t, s)p(s) \, ds,
\]
where
\[
G(t, s) = (t - s) \exp\left(-\frac{c}{2}(t - s)\right), \text{ if } s \leq t,
= 0, \quad \text{if } s > t.
\]
Claim – If \( \alpha_n \) is such that for all \( t \in \mathbb{R} \)
\[
\alpha''_n(t) + c\alpha'_n(t) \geq f(t, \alpha_n(t)),
\]
\( \alpha_n(t) \geq \beta(t) \)
then the function \( \alpha_{n+1} \) defined by
\[
\alpha''_{n+1} + c\alpha'_{n+1} + \frac{c^2}{4} \alpha_{n+1} = f(t, \alpha_n) + \frac{c^2}{4} \alpha_n,
\]
satisfies for all \( t \in \mathbb{R} \),
\[
\alpha''_{n+1}(t) + c\alpha'_{n+1}(t) \geq f(t, \alpha_{n+1}(t)),
\]
\( \alpha_n(t) \geq \alpha_{n+1}(t) \geq \beta(t) \).
It is enough to observe that \( w = \alpha_n - \alpha_{n+1} \) solves
\[
w'' + cw' + \frac{c^2}{4} w = \alpha''_n + c\alpha'_n - f(t, \alpha_n).
\]
As \( \alpha''_n + c\alpha'_n - f(t, \alpha_n(t)) \geq 0 \) we deduce from the form of the solution that
\( w \geq 0 \) i.e. \( \alpha_n \geq \alpha_{n+1} \) and also, for all \( t \in \mathbb{R} \),
\[
\alpha''_{n+1}(t) + c\alpha'_{n+1}(t) = f(t, \alpha_n(t)) + \frac{c^2}{4}(\alpha_n(t) - \alpha_{n+1}(t)) \geq f(t, \alpha_{n+1}(t)).
\]
The inequality \( \beta \leq \alpha_{n+1} \) can be proved in the same way.
The rest of the proof follows as in Theorem 2.10.

4 A mixed approximation scheme

In the previous section, we considered sequences \( (\alpha_n)_n \) and \( (\beta_n)_n \) which converge to solutions of a boundary value problem such as (2.1). The reader might have noticed that computing \( \alpha_n \) and \( \beta_n \) can be a difficult problem.
In this section, we give a method of approximations which is simple, but
provides only bounds on the solutions. We also give assumptions which imply these bounds to be equal, in which case they are solutions.

Consider a Dirichlet problem

$$u'' = f(t, u, u), \quad u(a) = 0, \ u(b) = 0. \tag{4.1}$$

To simplify the argument, we assume here $f$ is independent of the derivative $u'$. This is not essential and could be developed as in the previous sections.

We shall use the following definition.

**Definition 4.1** Functions $\alpha$ and $\beta \in C([a, b])$ are coupled lower and upper quasi-solutions of (4.1) if

(a) for any $t \in [a, b]$, $\alpha(t) \leq \beta(t)$;

(b) for any $t_0 \in ]a, b[$, either $D_- \alpha(t_0) < D_+ \alpha(t_0)$, or there exists an open interval $I_0 \subset ]a, b[$ such that $t_0 \in I_0$, $\alpha \in W^{2,1}(I_0)$, and for a.e. $t \in I_0$

$$\alpha''(t) \geq f(t, \alpha(t), \beta(t));$$

(c) for any $t_0 \in ]a, b[$, either $D_- \beta(t_0) > D_+ \beta(t_0)$, or there exists an open interval $I_0 \subset ]a, b[$ such that $t_0 \in I_0$, $\beta \in W^{2,1}(I_0)$, and for a.e. $t \in I_0$

$$\beta''(t) \leq f(t, \beta(t), \alpha(t));$$

(d) $\alpha(a) \leq 0 \leq \beta(a)$, $\alpha(b) \leq 0 \leq \beta(b)$.

Consider the following auxiliary problem

$$u'' = f(t, u, v), \quad u(a) = 0, \ u(b) = 0,$$
$$v'' = f(t, v, u), \quad v(a) = 0, \ v(b) = 0. \tag{4.2}$$

**Proposition 4.1** Let $\alpha_0$, $\beta_0 \in C([a, b])$,

$$E := \{(t, u, v) \mid t \in [a, b], \ u, v \in [\alpha_0(t), \beta_0(t)]\} \tag{4.3}$$

and $f : E \to \mathbb{R}$ be an $L^1$-Carathéodory function such that $f(t, u, v)$ is nonincreasing in $u$ and nondecreasing in $v$. Assume $\alpha_0$ and $\beta_0$ are coupled lower and upper quasi-solutions of (4.1).

Then, the sequences $(\alpha_n)_n$ and $(\beta_n)_n$, defined for $n \geq 1$ by

$$\alpha''_n = f(t, \alpha_{n-1}, \beta_{n-1}), \quad \alpha_n(a) = 0, \ \alpha_n(b) = 0,$$
$$\beta''_n = f(t, \beta_{n-1}, \alpha_{n-1}), \quad \beta_n(a) = 0, \ \beta_n(b) = 0. \tag{4.4}$$
converge monotonically in $C^1([a, b])$ to functions $u_{\text{min}}$ and $u_{\text{max}}$. The pair $(u_{\text{min}}, u_{\text{max}})$ is a solution of (4.2) such that

$$\alpha_0 \leq u_{\text{min}} \leq u_{\text{max}} \leq \beta_0.$$  

Moreover, any solution $(u, v)$ of (4.2) with $\alpha_0 \leq u \leq \beta_0$, $\alpha_0 \leq v \leq \beta_0$ is such that

$$u_{\text{min}} \leq u \leq u_{\text{max}}, \quad \alpha_0 \leq v \leq u_{\text{max}}.$$  

Proof: Let $X = C^1([a, b]) \times C^1([a, b])$, $Z = C([a, b]) \times C([a, b])$, $K = \{(u, v) \in Z \mid u \geq 0, v \leq 0\}$ and $E = \{(u, v) \in X \mid \alpha_0 \leq u \leq \beta_0, \alpha_0 \leq v \leq \beta_0\}$. We define $T : E \to X$, $(u, v) \mapsto T(u, v)$, where $T(u, v)$ is the solution $(x, y)$ of

$$x'' = f(t, u, v), \quad x(a) = 0, \quad x(b) = 0,$$
$$y'' = f(t, v, u), \quad y(a) = 0, \quad y(b) = 0$$

and verify $T$ is continuous, monotone increasing, $T(E)$ is relatively compact in $X$ and

$$(\alpha_0, \beta_0) \leq T(\alpha_0, \beta_0), \quad (\beta_0, \alpha_0) \geq T(\beta_0, \alpha_0).$$

Theorem 1.3 applies with $\alpha = (\alpha_0, \beta_0)$ and $\beta = (\beta_0, \alpha_0)$, and the claims follow.

Notice that if $u$ is a solution of the given problem (4.1), then $(u, u)$ is a solution of the auxiliary problem (4.2), whence $u_{\text{min}}$ and $u_{\text{max}}$ are bounds on solutions of (4.1).

If the bounds $u_{\text{min}}$ and $u_{\text{max}}$ given in Proposition 4.1 are equal, $u_{\text{min}}$ is a solution of the initial problem (4.1) and this theorem provides an approximation scheme to a solution of (4.1). In particular, this will be the case if solutions of the auxiliary problem (4.2) are unique. Unfortunately, these solutions are in general not unique as follows from the problem

$$u'' + se^u = 0, \quad u(0) = u(1) = 0,$$
$$v'' + se^v = 0, \quad v(0) = v(1) = 0$$

and Theorem VIII-3.6, if we choose $s > 0$ small enough. The next proposition proves, under appropriate assumptions, uniqueness of solutions of the auxiliary problem (4.2). Hence, it also proves convergence of the sequences defined in Proposition 4.1 to the unique solution of the given problem (4.1).

**Theorem 4.2** Suppose the assumptions of Proposition 4.1 hold. Assume moreover

(i) there exists $\epsilon > 0$ such that $\alpha_0 \geq \epsilon \beta_0$ ;
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(ii) for every \( s \in [\epsilon, 1] \), almost every \( t \in [a, b] \) and every \( u, v \in [\alpha_0, \beta_0] \) with \( sv \leq u \leq v \),

\[
s f(t, \frac{u}{s}, sv) > f(t, u, v).
\]

Then, the functions \( u_{\min} \) and \( u_{\max} \) defined in Proposition 4.1 are equal, i.e. are solutions of (4.1).

Proof: From assumption (i), we deduce

\[
\epsilon u_{\max} \leq u_{\min} \leq u_{\max}.
\]

Let \( s_0 = \sup \{ s \mid su_{\max} \leq u_{\min} \} \). It is obvious that \( s_0 \in [\epsilon, 1] \) and that \( s_0 u_{\max} \leq u_{\min} \). From the definition of \( s_0 \), we deduce the existence of \( t_0 \in [a, b] \) such that

\[
u_{\min}(t_0) - s_0u_{\max}(t_0) = 0, \quad u'_{\min}(t_0) - s_0u'_{\max}(t_0) = 0.
\]

If not we have

\[
u_{\min}(t) - s_0u_{\max}(t) > 0, \quad u'_{\min}(a) - s_0u'_{\max}(a) > 0, \quad u'_{\min}(b) - s_0u'_{\max}(b) < 0.
\]

Hence there exists \( \epsilon > 0 \) so that \( u_{\min}(t) - s_0u_{\max}(t) \geq \epsilon u_{\max}(t) \) on \([a, b]\). This contradicts the definition of \( s_0 \).

If \( t_0 \neq b \), we also have \( t_1 > t_0 \) such that \( u'_{\min}(t_1) - s_0u'_{\max}(t_1) \geq 0 \).

Assume now that \( s_0 < 1 \). Hence, we can write

\[
s_0u''_{\max} = s_0 f(t, u_{\max}, u_{\min}) \geq s_0 f(t, \frac{1}{s_0} u_{\min}, s_0 u_{\max})
\]

\[
> f(t, u_{\min}, u_{\max}) = u''_{\min},
\]

which leads to the contradiction

\[
0 \leq (u'_{\min} - s_0u'_{\max})|_{t_0}^{t_1} = \int_{t_0}^{t_1} (u''_{\min}(t) - s_0u''_{\max}(t)) \, dt < 0.
\]

A similar argument holds if \( t_0 = b \). Hence \( s_0 = 1 \) and \( u_{\max} = u_{\min} \). \( \blacksquare \)

Conditions of Theorem 4.2 can be checked on any pair of lower and upper quasi-solutions. In some cases, it is useful to use some iterate \((\alpha_n, \beta_n)\) from the sequence defined in (4.4).
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Theorem 4.3 Let \( \alpha_0, \beta_0 \in C([a,b]) \) and \( E \) be defined from (4.3). Suppose \( f : E \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function such that for some \( K > -\frac{\pi}{2(b-a)}^2 \), \( f(t,u,v) - Kv \) is nonincreasing in \( u \), nondecreasing in \( v \) and for almost every \( t \) and all \( u, v \) with \( \alpha_0(t) \leq u < v \leq \beta_0(t) \),

\[
[f(t,u,v) - f(t,v,u)](v-u) < \left( \frac{\pi^2}{(b-a)^2} + 2K \right)(v-u)^2.
\]

Assume \( \alpha_0 \) and \( \beta_0 \) are coupled lower and upper quasi-solutions of (4.1). Then, both sequences \((\alpha_n)_n\) and \((\beta_n)_n\), defined for \( n \geq 1 \) by

\[
\alpha''_n - K\alpha_n = f(t,\alpha_{n-1},\beta_{n-1}) - K\beta_{n-1}, \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0,
\]
\[
\beta''_n - K\beta_n = f(t,\beta_{n-1},\alpha_{n-1}) - K\alpha_{n-1}, \quad \beta_n(a) = 0, \quad \beta_n(b) = 0,
\]

converge to the same solution \( u \) of (4.1).

Proof : As in Proposition 4.1, we can prove that the sequences \((\alpha_n)_n\) and \((\beta_n)_n\) converge respectively to functions \( u = u_{\text{min}} \) and \( v = u_{\text{max}} \geq u \) solutions of

\[
u'' - Ku = f(t,u,v) - Kv, \quad u(a) = 0, \quad u(b) = 0,
\]
\[
v'' - Kv = f(t,v,u) - Ku, \quad v(a) = 0, \quad v(b) = 0.
\]

If \( u \neq v \), we compute

\[
\int_a^b [(v'' - u'') - K(v-u)](u-v) \, dt
\]
\[
= \int_a^b [f(t,v,u) - f(t,u,v) - K(u-v)](u-v) \, dt
\]
\[
< \left( \frac{\pi^2}{(b-a)^2} + K \right) \int_a^b (u-v)^2 \, dt
\]

and also

\[
- \int_a^b [(v'' - u'') - K(v-u)](v-u) \, dt
\]
\[
= \int_a^b [(v' - u')^2 + K(v-u)^2] \, dt
\]
\[
\geq \left( \frac{\pi^2}{(b-a)^2} + K \right) \int_a^b (v-u)^2 \, dt,
\]

which is a contradiction. \( \square \)

Another result in this direction uses a one-sided Lipschitz condition on the function \( f \).
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Chapter 5. Monotone iterative methods

Theorem 4.4 Let $\alpha_0, \beta_0 \in C([a, b])$ and $E$ be defined from (4.3). Assume $g : E \to \mathbb{R}$ is an $L^1$-Carathéodory function such that $g(t, u, v)$ is nonincreasing in $u$ and nondecreasing in $v$ and for some $L > \frac{\pi^2}{(b-a)^2}$, $g(t, u, v) -Lv$ is nonincreasing in $v$. Assume $\alpha_0$ and $\beta_0$ are coupled lower and upper quasisolutions of (4.1) with

$$f(t, u, v) = \frac{1}{2}[g(t, u, u) + g(t, u, v) - L(u - v)].$$

Then, both sequences $(\alpha_n)_n$ and $(\beta_n)_n$, defined for $n \geq 1$ by

$$\alpha''_n = f(t, \alpha_{n-1}, \beta_{n-1}), \quad \alpha_n(a) = 0, \quad \alpha_n(b) = 0,$$

$$\beta''_n = f(t, \beta_{n-1}, \alpha_{n-1}), \quad \beta_n(a) = 0, \quad \beta_n(b) = 0,$$

converge to the same solution $u$ of

$$u'' = g(t, u, u), \quad u(a) = u(b) = 0.$$

Proof: By Proposition 4.1, the limit functions

$$u = \lim_{n \to \infty} \alpha_n \quad \text{and} \quad v = \lim_{n \to \infty} \beta_n \geq u$$

exist and are such that

$$w'' = \frac{1}{2}[g(t, u, u) + g(t, u, v) - L(u - v)], \quad u(a) = 0, \quad u(b) = 0,$$

$$v'' = \frac{1}{2}[g(t, v, v) + g(t, v, u) - L(v - u)], \quad v(a) = 0, \quad v(b) = 0.$$

Hence, $w = v - u$ is a nonnegative solution of

$$w'' + Lw = h(t), \quad w(a) = w(b) = 0,$$

where $h(t) = \frac{1}{2}[g(t, v, v) - g(t, u, v) + g(t, v, u) - g(t, u, u)] \leq 0$. Such a nontrivial nonnegative solution does not exists if $L > \frac{\pi^2}{(b-a)^2}$ as otherwise we have the contradiction

$$0 < (L - \frac{\pi^2}{(b-a)^2}) \int_a^b w(s) \sin \frac{\pi}{b-a} (s - a) \, ds$$

$$= \int_a^b \int_a^b \left( w''(s) + Lw(s) \right) \sin \frac{\pi}{b-a} (s - a) \, ds$$

$$= \int_a^b h(s) \sin \frac{\pi}{b-a} (s - a) \, ds \leq 0.$$
Chapter VI

Parametric Multiplicity Problems

1 Periodic Solutions of the Liénard Equation

Consider the periodic problem for a Liénard equation

\[ \begin{align*}
  u'' + g(u)u' + f(t, u) &= s, \\
  u(a) &= u(b), \\
  u'(a) &= u'(b),
\end{align*} \tag{1.1} \]

where \( a < b, \ s \in \mathbb{R}, \ g : \mathbb{R} \to \mathbb{R} \) is continuous and \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is \( L^1 \)-Carathéodory. This chapter is concerned with the dependence of the number of solutions on the parameter \( s \). We first state conditions such that problem (1.1) has at least one solution for \( s \) in an interval \([s_0, s_1]\) and no solution for \( s < s_0 \).

**Theorem 1.1** Let \( g : \mathbb{R} \to \mathbb{R} \) be continuous, \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be \( L^1 \)-Carathéodory and \( s \in \mathbb{R} \). Assume there exist \( s_1 \in \mathbb{R}, \ s_2 > s_1 \) and \( r > 0 \) such that for all \( u \leq -r \) and a.e. \( t \in [a, b] \)

\[ f(t, 0) \leq s_1 < s_2 \leq f(t, u). \]

Then there exists \( s_0 \in [-\infty, s_1] \) such that

(i) for \( s < s_0 \), the problem (1.1) has no solution;

(ii) for \( s \in [s_0, s_2] \cup \{s_1\} \), the problem (1.1) has at least one solution.

**Proof**: Notice first that for \( s \in [s_1, s_2] \), \( \alpha(t) = -r \) is a lower solution of (1.1) and \( \beta(t) = 0 \) an upper one. It follows then from Theorem I-6.9 that problem (1.1) with \( s \in [s_1, s_2] \) has a solution \( u_1 \in W^{2,1}(a, b) \).
Define next \( s_0 \in [-\infty, s_1] \) to be the infimum of those \( s \) such that (1.1) has a solution. Hence, Claim (i) holds.

To prove Claim (ii), let us fix \( s \in ]s_0, s_2[ \). There exists \( s^* \in ]s_0, s[ \) such that (1.1) with \( s = s^* \) has a solution \( u^* \). Observe that \( \beta(t) = u^*(t) \) is an upper solution of (1.1). Further \( \alpha(t) = r^* \leq -r \) is a lower one and we can choose \( r^* \) small enough so that \( \alpha(t) = r^* \leq \beta(t) \). The claim follows now from Theorem I-6.9.

**Remark** It follows from the proof of the above theorem that if \( u_a \) is a solution corresponding to \( s_a \) and \( u_b \) is a solution corresponding to \( s_b \geq s_a \), \( u_a \) is an upper solution of (1.1) with \( s = s_b \) and we can choose \( u_b \leq u_a \).

The following examples show that the maximal interval of existence of solutions can be the closed interval \([s_0, \infty[\) or the open one \((s_0, \infty[\). Dependence of solutions on \( s \) is represented in figure 1.

**Example 1.1** Consider the problem

\[
\begin{align*}
  u'' + u &= s, \\
  u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
\]

It is easy to see from a phase plane analysis that this problem has a unique solution \( u(t) = -s \) if \( s > 0 \), no solution if \( s < 0 \) and an infinite number of solutions, the nonnegative constants, for \( s = 0 \).

![Fig. 1 : Examples 1.1 and 1.2](image)

**Example 1.2** The problem

\[
\begin{align*}
  u'' + \exp(-u) &= s, \\
  u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]

has a unique constant solution if \( s > 0 \) and no solution if \( s \leq 0 \). Uniqueness of the solution follows easily from the decreasingness of the nonlinearity \( \exp(-u) \).
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1. Periodic Solutions of the Liénard Equation

The next example shows that the maximal interval of existence of solutions can be bounded.

Example 1.3 The problem

\[
\begin{align*}
u'' - \arctan u &= s, \\
u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]

has a unique constant solution for any \( s \in ]-\pi/2, \pi/2[. \) Further, any solution is such that

\[
s = -\frac{1}{b-a} \int_a^b \arctan u(t) \, dt,
\]

i.e. there is no solution if \( s \not\in ]-\pi/2, \pi/2[. \)

Notice that the uniqueness of solutions in the above examples shows that we have to put additional assumptions to obtain multiplicity results. This is the case in the following theorem.

Theorem 1.2 Let \( s \in \mathbb{R} \), \( g : \mathbb{R} \to \mathbb{R} \) be continuous and \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function such that\(^{(A)} \)

for all \( t_0 \in [a, b] \), \( u_0 \in \mathbb{R} \) and \( \epsilon > 0 \), there exists \( \delta > 0 \) such that

\[
|t - t_0| < \delta, \quad |u - u_0| < \delta \quad \Rightarrow \quad |f(t, u) - f(t, u_0)| < \epsilon.
\]

Assume there exist \( s_1 \in \mathbb{R} \), \( s_2 > s_1 \) and \( r > 0 \) such that for all \( |u| \geq r \) and a.e. \( t \in [a, b] \)

\[
f(t, 0) \leq s_1 < s_2 \leq f(t, u).
\]

Then there exists \( s_0 \in ]-\infty, s_1[ \) such that

(i) for \( s < s_0 \), the problem (1.1) has no solution;
(ii) for \( s = s_0 \), the problem (1.1) has at least one solution;
(iii) for \( s \in [s_0, s_2] \), the problem (1.1) has at least two ordered solutions.

Remark As we already noticed after Proposition III-1.5, assumption (A) does not imply that \( f \) is continuous.

Proof : Let \( s_0 \) be defined as in Theorem 1.1.

Claim \( 1 - s_0 \in \mathbb{R} \). Let \( h_r \in L^1(a, b) \) be such that for any \( |u| \leq r \), \( |f(t, u)| \leq h_r(t) \). It follows then that for any \( u \in \mathbb{R} \) and a.e. \( t \in [a, b] \), \( f(t, u) \geq \min\{f(t, 0), -h_r(t)\} = -h_r(t) \). Hence, direct integration of (1.1) proves that

\[
s = \frac{1}{b-a} \int_a^b f(t, u(t)) \, dt \geq -\frac{1}{b-a} \int_a^b h_r(t) \, dt =: s^*,
\]

i.e. there is no solution for \( s < s^* \). The claim follows.
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Claim 2 – For $s \in [s_0, s_2]$, the problem (1.1) has at least two solutions. First observe that a solution $u^*$ of (1.1) with $s = s^*$ is a strict $W^{2,1}$-upper solution of (1.1) with $s > s^*$. This follows from Proposition III-1.6. Moreover, for every $A$ large enough, the constants $\alpha = A$ and $\alpha = -A$ are lower solutions. Increasing $A$ if necessary, we can assume $\alpha \leq u^*$ and $\alpha \not\leq u^*$. The claim follows now from Theorem III-3.6.

Claim 3 – For $s = s_0$, the problem (1.1) has a solution. By definition of $s_0$, we can find a sequence $(s_n)_n$ and corresponding solutions $u_n$ of (1.1) with $s = s_n$, such that $s_n \to s_0$. Notice first that for any $n$ and some $t_n$, $|u_n(t_n)| < r$. Next, arguing as in Theorem III-3.2, we prove that $\|u_n\|_{L^\infty}$ are a-priori bounded. This implies as in Proposition I-4.3, an a-priori bounded on $\|u_n\|_{C^1}$ and the claim follows from Arzelà-Ascoli Theorem.

This theorem has the obvious corollary that follows.

**Corollary 1.3** Let $s \in \mathbb{R}$, $g : \mathbb{R} \to \mathbb{R}$ be continuous and $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function such that for all $t_0 \in [a, b]$, $u_0 \in \mathbb{R}$ and $\epsilon > 0$, there exists $\delta > 0$ that verifies

$$|t - t_0| < \delta, |u - u_0| < \delta \implies |f(t, u) - f(t, u_0)| < \epsilon.$$ 

Assume that for some $s_1 \in \mathbb{R}$ and a.e. $t \in [a, b]$, $f(t, 0) \leq s_1$, and that

$$\lim_{|u| \to \infty} f(t, u) = +\infty$$

uniformly in $t \in [a, b]$.

Then there exists $s_0 \in \mathbb{R}$ such that

(i) for $s < s_0$, the problem (1.1) has no solution;

(ii) for $s = s_0$, the problem (1.1) has at least one solution;

(iii) for $s > s_0$, the problem (1.1) has at least two ordered solutions.

The following examples show that the count of solution can be exact, see Example 1.4, or that the number of solutions can be larger as in Example 1.5.

**Example 1.4** Consider the problem

$$u'' + u' + u^2 = s,$$

$$u(a) = u(b), \quad u'(a) = u'(b).$$

Multiplying the equation by $u'$ and integrating gives $\|u'\|_{L^2}^2 = 0$. Hence this problem has only the constant solutions $u = \pm \sqrt{s}$.
1. Periodic Solutions of the Liénard Equation

Example 1.5 In a similar way, we prove that the solutions of problem

\[ u'' + u' + (u^2 - 1)^2 = s, \]
\[ u(a) = u(b), \; u'(a) = u'(b), \]

are the constants \( u = \pm \sqrt{1 \pm s^{1/2}}. \)

![Figure 2: Examples 1.4 and 1.5](image)

Exact count of solutions can be given for the frictionless problem

\[ u'' + f(t, u) = s, \]
\[ u(a) = u(b), \; u'(a) = u'(b), \]

(1.2)

in case the nonlinearity is strictly convex.

Theorem 1.4 Let \( s \in \mathbb{R} \) and \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be a continuous, strictly convex function such that

\[ \lim_{|u| \to \infty} f(t, u) = +\infty \]

uniformly in \( t \in [a, b] \). Assume moreover that for all \( t \in [a, b] \) and \( u \neq v \)

\[ \frac{f(t, u) - f(t, v)}{u - v} < \left( \frac{2\pi}{b - a} \right)^2. \]

Then there exists \( s_0 \in \mathbb{R} \) such that

(i) for \( s < s_0 \), the problem (1.2) has no solution;
(ii) for \( s = s_0 \), the problem (1.2) has exactly one solution;
(iii) for \( s > s_0 \), the problem (1.2) has exactly two solutions which are ordered.

Proof: From Corollary 1.3, we only have to prove that for \( s > s_0 \) the problem (1.2) has at most two solutions and for \( s = s_0 \) at most one.

February 19, 2005
Claim 1 – Solutions of (1.2) are strictly ordered. Let \( u \) and \( v \) be two solutions which are not ordered. Extending these solutions by periodicity, we can find \( t_1 \in [a, b] \) and \( t_2 > t_1 \), with \( t_2 - t_1 \leq (b - a)/2 \), such that \( w = u - v \) is one sign on \( ]t_1, t_2[ \), say \( w > 0 \), and \( w(t_1) = w(t_2) = 0 \). Notice that
\[
\frac{f(t, u(t)) - f(t, v(t))}{u(t) - v(t)} = k(t).
\]
A Sturm-Liouville argument leads then to the contradiction
\[
0 = \left[ w'(t) \sin \left( \frac{\pi}{t_2 - t_1} \right) - \frac{\pi}{t_2 - t_1} w(t) \cos \left( \frac{\pi}{t_2 - t_1} \right) \right]_{t_1}^{t_2}
= \int_{t_1}^{t_2} \left( \frac{\pi}{t_2 - t_1} \right)^2 - k(t) \right] w(t) \sin \left( \frac{\pi}{t_2 - t_1} \right) dt > 0.
\]
Notice at last that the convexity assumption implies \( f \) is locally lipschitzian. Hence, we deduce from uniqueness of solutions of the Cauchy problem, that solutions of (1.2) which are ordered are strictly ordered.

Claim 2 – Problem (1.2) has at most two solutions. Let \( u_3 < u_2 < u_1 \) be three solutions of (1.2). The functions \( v_1 = u_1 - u_3 \) and \( v_2 = u_2 - u_3 \) are such that
\[
v''_1 + k_1(t)v_1 = 0 \quad \text{and} \quad v''_2 + k_2(t)v_2 = 0,
\]
where
\[
k_1(t) := \frac{f(t, u_1(t)) - f(t, u_3(t))}{u_1(t) - u_3(t)} > k_2(t) := \frac{f(t, u_2(t)) - f(t, u_3(t))}{u_2(t) - u_3(t)}.
\]
A Sturm-Liouville argument gives then the contradiction
\[
0 = v_1(t)v'_2(t) - v'_1(t)v_2(t) \bigg|_a^b = \int_a^b (k_1(t) - k_2(t))v_1(t)v_2(t) dt > 0.
\]

Claim 3 – If problem (1.2) with \( s = s^* \) has two solutions, then \( s^* \neq s_0 \). Let \( u_1 < u_2 \) be two solutions corresponding to \( s^* \). Choose \( \tilde{s} < s^* \) near enough \( s^* \) so that
\[
\frac{f(t, u_1) + f(t, u_2)}{2} \geq f(t, (u_1 + u_2)/2) + s^* - \tilde{s}.
\]
It follows then that \( \beta = (u_1 + u_2)/2 \) is a \( C^2 \)-upper solution of (1.2) with \( s = \tilde{s} \). Also, for \( r \) large enough, \( \alpha = -r \) is a \( C^2 \)-lower solution such that \( \alpha \leq \beta \). Hence, it follows from Theorem I-2.3 that problem (1.2), with \( s = \tilde{s} \), has a solution and \( s_0 \leq \tilde{s} < s^* \). \hfill \blacksquare
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2 Periodic Solutions of the Rayleigh Equation

Parametric multiplicity can occur in other problems. In this section, we consider the periodic problem for a Rayleigh equation

\[ u'' + g(u') + f(t, u, u') = s, \]
\[ u(a) = u(b), \quad u'(a) = u'(b). \]  

(2.1)

A first result concerns existence of one solution. In this section, for \( u \in L^2(a, b) \), we write

\[ u(t) = \tilde{u}(t) + \bar{u}, \]

where \( \bar{u} = \frac{1}{b-a} \int_a^b u(t) \, dt \) and \( \int_a^b \tilde{u}(t) \, dt = 0 \). Also, we shall use the following spaces :

\[ \tilde{L}^p(a, b) = \{ u \in L^p(a, b) \mid \bar{u} = 0 \}, \]
\[ \tilde{C}^1_{per}([a, b]) = \{ u \in C^1([a, b]) \mid u(a) = u(b), \quad u'(a) = u'(b), \quad \bar{u} = 0 \}. \]

**Theorem 2.1** Let \( s \in \mathbb{R}, \quad g : \mathbb{R} \to \mathbb{R} \) be a continuous function and \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be a Carathéodory function such that for some \( h \in L^2(a, b) \), a.e. \( t \in [a, b] \) and all \( (u, v) \in \mathbb{R}^2 \),

\[ |f(t, u, v)| \leq h(t). \]

Then there exists a nonempty, bounded interval \( I \) such that

(i) if \( s \not\in I \), the problem (2.1) has no solution;
(ii) if \( s \in I \), the problem (2.1) has at least one solution.

**Proof :** Let \( M \) be the set of \( s \) such that (2.1) has a solution.

**Claim 1 :** Let \( R > \sqrt{b-a} \|h\|_{L^2} \). Then any solution \( u \) of (2.1) is such that

\[ ||u'||_{\infty} < R. \]  

(2.2)

Multiplying (2.1) by \( u'' \) and integrating on \([a, b]\), we get

\[ ||u''||_{L^2}^2 = - \int_a^b f(t, u, u')u'' \, dt \leq ||h||_{L^2} ||u''||_{L^2}. \]

Hence,

\[ ||u''||_{L^2} \leq ||h||_{L^2} \]  

(2.3)

and if we choose \( t_0 \) such that \( u'(t_0) = 0 \), we have

\[ |u'(t)| = |\int_{t_0}^t u''(s) \, ds| \leq \sqrt{b-a} ||u''||_{L^2} \leq \sqrt{b-a} ||h||_{L^2} < R. \]
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A modified problem. Consider the function
\[ \hat{g}(y) := g(\delta(y)), \]
with \( \delta(y) = \max\{\min\{y, R\}, -R\} \). Repeating the proof of Claim 1, it is clear that any solution \( u \) of
\[
\begin{align*}
  &u'' + \hat{g}(u') + f(t, u, u') = s, \\
  &u(a) = u(b), \quad u'(a) = u'(b),
\end{align*}
\] (2.4)
satisfies (2.2). Hence \( u \) is a solution of (2.1) if and only if it is a solution of (2.4).

Claim 2: \( \mathcal{M} \) is nonempty. Consider the projector \( P : L^2(a, b) \to \mathbb{R} \) defined by
\[
P u = \frac{1}{b - a} \int_a^b u(t) \, dt,
\]
denote by \( M \) the compact inverse of the linear operator
\[
L : C^1([a, b]) \to \tilde{L}^2(a, b), \quad u \mapsto -u'',
\]
with domain \( \text{Dom } L = H^2(a, b) \cap \tilde{C}_{\text{per}}^1([a, b]) \) and let
\[
\hat{N} : C^1([a, b]) \to L^2(a, b)
\]
be defined from \( \hat{N} u = \hat{g}(u') + f(\cdot, u, u') \). The operator \( \hat{T} = M(I - P)\hat{N} \) is completely continuous and bounded so that Schauder’s fixed point Theorem provides a solution of the equation \( u = \hat{T} u \). This last equation is equivalent to
\[
\begin{align*}
  &-u'' = \hat{g}(u') + f(t, u, u') - P(\hat{g}(u') + f(\cdot, u, u')), \\
  &u(a) = u(b), \quad u'(a) = u'(b), \quad Pu = 0,
\end{align*}
\]
which proves that \( s := P(\hat{g}(u') + f(\cdot, u, u')) \in \mathcal{M} \).

Claim 3: \( \mathcal{M} \) is bounded. Direct integration of (2.4) shows that
\[
|s| \leq ||\hat{g}||_{\mathcal{L}^2} + \frac{||\hat{h}||_{L^2}}{\sqrt{b - a}}.
\]

Claim 4: \( \mathcal{M} \) is an interval. Consider \( r_1, r_2 \in \mathcal{M} \) with \( r_1 < r_2 \) and let \( u_1 \), \( u_2 \) be the corresponding solutions of (2.1). For \( s \in [r_1, r_2] \), the functions \( u_1 \) and \( u_2 \) are respectively \( W^{2,1}\)-upper and lower solutions of (2.4). Recall that \( \hat{g}(v) + f(t, u, v) \) is bounded by a \( L^2 \)-function. Hence, we can deduce from Theorems I-6.8 or III-3.1 (according as the lower and upper solutions are ordered or not) that problem (2.4), and therefore (2.1), has a solution. ■
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Example 2.1 Consider the problem
\[ u'' + u'^3 - f(u) = s, \]
\[ u(a) = u(b), \quad u'(a) = u'(b), \]
where \( f \) is a continuous, bounded function. Multiplying the equation by \( u' \) and integrating, we prove that all solutions are constant. Particularizing \( f(u) \), it is easy to find examples with different structures of the solution set.

Consider first \( f(u) = \arctan u \). In this case there is a solution, which is unique, if and only if \( s \in ]-\pi/2, \pi/2[ \).

If we choose \( f(u) = ue^{-|u|} \), we have no solution if \( s \not\in [-e^{-1}, e^{-1}] \), one solution if \( s = -e^{-1}, 0 \text{ or } e^{-1} \), and two if \( s \in ]-e^{-1}, e^{-1}\setminus\{0\} \).

Another example is \( f(u) = \sin u \). Here there is no solution if \( s \not\in [-1, +1] \) and an infinite number of them for \( s \in [-1, +1] \).

The next theorem gives conditions to have at least two solutions for some values of \( s \). It describes a solution set such as in figure 3, where the vertical axis represents functions mod \( 2\pi \).

![Fig. 3 : Solution set in Theorem 2.2](image)

Theorem 2.2 Let \( s \in \mathbb{R} \), \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and \( f : [a, b] \times \mathbb{R}^2 \to \mathbb{R} \) be a Carathéodory function such that
(a) for a.e. \( t \in [a, b] \) and all \( (u, v) \in \mathbb{R}^2 \), \( f(t, u, v) = f(t, u + 2\pi, v) \);
(b) for all \( t_0 \in [a, b] \), \( (u_0, v_0) \in \mathbb{R}^2 \) and \( \epsilon > 0 \), there exists \( \delta > 0 \) such that
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\[ |t - t_0| < \delta, \ |u - u_0| < \delta, \ |v - v_0| < \delta \Rightarrow |f(t, u, v) - f(t, u_0, v_0)| < \epsilon; \]

(c) for some \( h \in L^2(a, b), \) a.e. \( t \in [a, b] \) and all \( (u, v) \in \mathbb{R}^2, \)

\[ |f(t, u, v)| \leq h(t). \]

Then there exists a nonempty bounded interval \([s_0, s_1]\) such that

(i) if \( s \not\in [s_0, s_1], \) the problem (2.1) has no solution;

(ii) if \( s \in \{s_0, s_1\}, \) the problem (2.1) has at least one solution;

(iii) if \( s \in ]s_0, s_1[, \) the problem (2.1) has at least two ordered solutions that do not differ by a multiple of \( 2\pi. \)

**Proof:** From Theorem 2.1, the set of \( s \) such that (2.1) has at least one solution is a nonempty, bounded interval \( I, \) i.e. \( \text{cl}I = [s_0, s_1]. \)

**Step 1 - Claim:** \( I \) is closed. Let \((s_n)_n\) be a sequence in \( I\) converging to \( s \) and \((u_n)_n\) be the corresponding solutions of (2.1). From the periodicity, we can assume (adding a multiple of \( 2\pi \) to \( u_n \) if necessary) that \( u_n(a) \in [0, 2\pi]. \)

It follows now from (2.2) that

\[ |u_n(t)| = |u_n(a) + \int_a^t u_n'(r)\, dr| \leq 2\pi + R(b - a) \]

which, using (2.3), gives that the sequence \((u_n)_n\) is bounded in \( H^2(a, b). \)

As \( H^2(a, b) \) is compactly embedded in \( C^1([a, b]) \), a subsequence converges to some function \( u \in C^1([a, b]) \) and going to the limit in (2.1) (with \( s = s_n \)), it follows that \( u \) is a solution of (2.1) with the given \( s \).

**Step 2 - Existence of strict \( W^{2,1} \)-lower and upper solutions of (2.1) for \( s \in \]s_0, s_1[, \)** Consider the modified problem (2.4), where \( R > 0 \) is defined from Claim 1 of Theorem 2.1. Let \( u_{s_0} \) and \( u_{s_1} \) be the solutions of (2.1) with \( s = s_0 \) and \( s = s_1 \) respectively. As \( f \) is periodic, we can choose \( k \in \mathbb{Z} \) such that \( \alpha_1 := u_{s_1} < \beta_1 := u_{s_0} + 2k\pi \) and \( \alpha_1(t_s) + 2\pi \geq \beta_1(t_s) \) for some \( t_s \in [a, b]. \) By Proposition III-1.6, the functions \( \beta_1 \) and \( \beta_2 := \beta_1 + 2\pi \) are strict \( W^{2,1} \)-upper solutions of (2.4) for \( s > s_0. \) Similarly, we deduce from Proposition III-1.5 that \( \alpha_1 \) and \( \alpha_2 := \alpha_1 + 2\pi \) are strict \( W^{2,1} \)-lower solutions if \( s < s_1. \)

**Step 3 - Claim:** If \( s \in ]s_0, s_1[, \) problem (2.1) has at least two ordered solutions that do not differ by a multiple of \( 2\pi. \) Recall that \( \hat{g}(v) + f(t, u, v) \) is bounded by a \( L^2 \) function. It follows then from Theorem III-1.13 that the problems (2.4), and also (2.1), have at least two solutions \( u_1 \) and \( u_2 \) which are such that \( \alpha_1 \leq u_1 < \beta_1, u_1 \leq u_2, u_2(t_1) > \beta_1(t_1) \) for some \( t_1 \in [a, b] \) and \( u_2(t_2) < \alpha_2(t_2) \) for some \( t_2 \in [a, b]. \) Hence \( u_2 - u_1 \) cannot be a multiple of \( 2\pi. \)
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Example 2.2 In Theorem 2.2 the solution set can reduce to one point as in the problem
\[ u'' + \sin(t + u) = s, \]
\[ u(0) = u(2\pi), \quad u'(0) = u'(2\pi). \]
Let \( u \) be a solution, multiply the equation by \( 1 + u' \) and integrate. This gives \( s = 0 \) and \( s_0 = s_1 = 0 \).

A classical example of differential equation with periodic nonlinearity is the pendulum equation
\[ u'' + g(u') + A \sin u = s + \tilde{p}(t), \]
\[ u(a) = u(b), \quad u'(a) = u'(b). \quad (2.5) \]
The next result gives some estimates on the interval \( I \) of admissible \( s \).

Proposition 2.3 Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function, \( A \in \mathbb{R} \) and \( K \in [0, \pi] \). Then for all \( \tilde{p} \in \tilde{L}^2(a, b) \) with \( \| \tilde{p} \|_{L^2} \leq K \frac{6\sqrt{5}}{(b-a)\sqrt{b-a}} \), there exists \( s_c \in \mathbb{R} \) (independent of \( A \)) with
\[ |s_c| \leq \max\{|g(v)| : |v| \leq \sqrt{\frac{b-a}{12}} \| \tilde{p} \|_{L^2} \} \quad (2.6) \]
such that (2.5) has at least one solution for any \( s \) with
\[ |s - s_c| \leq |A| \sin \frac{\pi - K}{2}. \quad (2.7) \]
Proof: Let \( u^* \in H^2(a, b) \) be a solution of
\[ u'' = \tilde{p}(t) - g(u') + Pg(u'), \]
\[ u(a) = u(b), \quad u'(a) = u'(b), \quad Pu = 0, \quad (2.8) \]
where \( Pf = \frac{1}{b-a} \int_a^b f(t) \, dt \). Multiplying by \( u'''' \) and integrating we get \( \|u''''\|_{L^2} \leq \|\tilde{p}\|_{L^2} \). Further, we obtain from Propositions A-4.3 and A-4.1
\[ \|u^*\|_\infty \leq \frac{(b-a)\sqrt{b-a}}{12\sqrt{5}} \|u''''\|_{L^2} \leq \frac{(b-a)\sqrt{b-a}}{12\sqrt{5}} \|\tilde{p}\|_{L^2} \leq \frac{K}{2} \]
and
\[ \|u''''\|_\infty \leq \sqrt{\frac{b-a}{12}} \|u''''\|_{L^2} \leq \sqrt{\frac{b-a}{12}} \|\tilde{p}\|_{L^2}. \]
Now we can modify (2.8) as in Claim 1 of Theorem 2.1 and obtain from Schauder’s fixed point theorem a solution \( u^* \) of (2.8). Let \( s_c := Pg(u'') \). Notice that (2.6) holds from the estimate on \( \|u''''\|_\infty \).
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Assume \( A \geq 0 \) and observe that 
\[
\alpha(t) := u^*(t) + \frac{\pi}{2} \in \left[ \frac{\pi}{2} - \frac{K}{2}, \frac{\pi}{2} + \frac{K}{2} \right] \text{ and } \beta(t) := u^*(t) + \frac{3\pi}{2} \in \left[ \frac{3\pi}{2} - \frac{K}{2}, \frac{3\pi}{2} + \frac{K}{2} \right].
\]
We also fix \( s \) according to (2.7). It is then easy to check that \( \alpha \) is a \( W^{2,1} \)-lower solution for (2.5) since
\[
\alpha'' + g(\alpha') + A \sin \alpha - s - \tilde{p}(t) = A\sin(u^* + \frac{\pi}{2}) - (s - s_c) \geq A(\sin(u^* + \frac{\pi}{2}) - \sin \frac{\pi - K}{2}) \geq 0.
\]
Similarly, we see that \( \beta \) is a \( W^{2,1} \)-upper solution so that the existence of a solution follows from Theorem I-6.8.

A similar argument holds if \( A \leq 0 \).

If the friction force is linear, we can give an explicit estimate of the interval \( I \) of admissible \( s \).

**Corollary 2.4** Let \( c \in \mathbb{R}, A \in \mathbb{R} \) and \( K \in (0, \pi] \). Then, for all \( \tilde{p} \in \tilde{L}^2(a, b) \) with \( \| \tilde{p} \|_2 \leq \frac{K}{(b-a)\sqrt{b-a}} \) and for any \( s \) such that
\[
|s| \leq |A| \sin \frac{\pi - K}{2},
\]
the problem
\[
u'' + cu' + A \sin \nu = s + \tilde{p}(t),
\]
\[
u(a) = u(b), \quad \nu'(a) = u'(b)
\]
has at least one solution.

**Proof :** One has to see that in the proof of the above proposition \( s_c = \int_a^b u^*(t) \, dt = 0 \).

Many results can be worked out for the pendulum equations. A variant of the previous result is the following.

**Proposition 2.5** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function, \( A \in \mathbb{R} \) and \( \tilde{p} \in \tilde{L}^2(a, b) \). Let \( u^* \in \tilde{C}^1_{\text{per}}([a, b]) \) be a solution of
\[
u'' + g(\nu') = \tilde{p}(t),
\]
\[
u(a) = u(b), \quad \nu'(a) = u'(b).
\]
Assume \( \Delta = \frac{1}{2} (\max_{t \in [a, b]} u^*(t) - \min_{t \in [a, b]} u^*(t)) \leq \frac{\pi}{2} \) and \( |s| \leq |A| \cos \Delta \).

Then problem (2.5) has at least one solution.

**Exercise 2.1** Prove the above proposition.
Example 2.3 As an example of application of the above proposition, consider the problem
\[
\begin{align*}
    u'' + \sin u &= s + n \sin nt, \\
    u(0) &= u(2\pi), \quad u'(0) = u'(2\pi),
\end{align*}
\]
which has a solution if \(|s| \leq \cos(\frac{1}{n})\).

Our next result concerns the Rayleigh problem
\[
\begin{align*}
    u'' + g(u') + f(t, u, u') &= s + h(t, u, u'), \\
    u(a) &= u(b), \quad u'(a) = u'(b). \\
\end{align*}
\tag{2.9}
\]

Here the nonlinearity can be unbounded. More precisely, \(h(t, u, v)\) is supposed to be uniformly bounded by a \(L^2\)-function and \(f(t, u, v)\) satisfies a uniform limit as \(u \to \infty\). Such a structure is modelled from a physical system with a restoring force \(-f(t, u, v)\) and a forcing \(h \in L^2(a, b)\).

Theorem 2.6 Let \(s \in \mathbb{R}, g : \mathbb{R} \to \mathbb{R}\) be continuous and \(f, h : [a, b] \times \mathbb{R}^2 \to \mathbb{R}\) be Carathéodory functions. Assume that for all \(t_0 \in [a, b], (u_0, v_0) \in \mathbb{R}^2\) and \(\epsilon > 0\), there exists \(\delta > 0\) such that
\[
|t - t_0| < \delta, |u - u_0| < \delta, |v - v_0| < \delta \\
\Rightarrow |f(t, u, v) - f(t, u_0, v_0)| < \epsilon \text{ and } |h(t, u, v) - h(t, u_0, v_0)| < \epsilon.
\]
Assume further
(a) there exist \(d \geq c > 0\) such that for all \(v \in \mathbb{R}\)
\[
c \leq \frac{g(v)}{v} \leq d;
\]
(b) there exists a function \(k_1 \in L^2(a, b)\) such that for a.e. \(t \in [a, b]\) and all \((u, v) \in \mathbb{R}^2\)
\[
|h(t, u, v)| \leq k_1(t);
\]
(c) for any \(R \geq 0\) there exists a function \(k_2 \in L^\infty(a, b)\) such that for a.e. \(t \in [a, b]\) and all \((u, v) \in [-R, R] \times \mathbb{R}\),
\[
|f(t, u, v)| \leq k_2(t);
\]
(d) \(\lim_{|u| \to \infty} f(t, u, v) = +\infty\) uniformly in \(t\) and \(v\).

Then there exists \(s_0 \in \mathbb{R}\) such that
(i) if \(s < s_0\), the problem (2.9) has no solution;
(ii) if \(s = s_0\), the problem (2.9) has at least one solution;
(iii) if \(s > s_0\), the problem (2.9) has at least two ordered solutions.
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Proof: Claim 1: Given \( s^* \) there exist \( R_0 > 0 \) and \( R_1 > 0 \) so that any solution \( u \) of (2.9) with \( s \leq s^* \) is such that

\[
\| u \|_\infty < R_0, \quad \| u' \|_\infty < R_1.
\]

Let us pick \( R > 0 \) large enough so that, for a.e. \( t \in [a, b] \) and all \((u, v) \in \mathbb{R}^2\) with \( |u| \geq R \), \( f(t, u, v) \geq 0 \) and choose \( k_2 \) according to assumption (c). Hence, we have \( f(t, u, v) \geq -k_2(t) \) for a.e. \( t \) and all \( u, v \). If we multiply the equation in (2.9) by \((u')^+\) and integrate, we obtain

\[
c \int_a^b (u')^+ \, dt \leq \int_a^b [u'' + g(u') + (f(t, u, u') + k_2(t))(u')^+] \, dt
\]

\[
= \int_a^b [s + h(t, u, u') + k_2(t)](u')^+ \, dt
\]

\[
\leq ([s^* \sqrt{b-a} + ||k_1||_{L^2} + ||k_2||_{L^2}) ||(u')^+||_{L^2}.
\]

This gives a bound \( K_1 \) on \( ||(u')^+||_{L^2} \) and therefore \( ||(u')^+||_{L^1} \leq K_1 \sqrt{b-a} \). Moreover, we have

\[
0 = \int_a^b u' \, dt = ||(u')^+||_{L^1} - ||(u')^-||_{L^1},
\]

and

\[
||u'||_{L^1} = 2||((u')^+||_{L^1} \leq 2K_1 \sqrt{b-a}.
\]

Take now \( K_2 := s^* + (||k_1||_{L^2} + 2dK_1)/\sqrt{b-a} \). If \( u \) is a solution of (2.9), direct integration gives

\[
\int_a^b f(t, u, u') \, dt = s(b-a) + \int_a^b [h(t, u, u') - g(u')] \, dt
\]

\[
\leq s^*(b-a) + ||k_1||_{L^2} \sqrt{b-a} + d \int_a^b |u'| \, dt
\]

\[
\leq s^*(b-a) + ||k_1||_{L^2} \sqrt{b-a} + 2dK_1 \sqrt{b-a} = K_2(b-a).
\]

Next, by assumption (d), we can pick \( r > 0 \) such that, for a.e. \( t \in [a, b] \), all \( v \in \mathbb{R} \) and every \( |u| \geq r \), \( f(t, u, v) > K_2 \). Hence, given \( u \) solution of (2.9), we can choose \( t_0 \) such that \( |u(t_0)| < r \) and we have

\[
|u(t)| \leq |u(t_0)| + \int_a^b |u'(t)| \, dt < r + 2K_1 \sqrt{b-a} =: R_0.
\]

The bound on \( \|u'\|_\infty \) follows now from Proposition I-4.1.
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Claim 2: Equation (2.9) has a solution for some $s$ large enough. From Theorem 2.1, there exists some $s_1$ such that

\[
\begin{align*}
    u'' + g(u') + k_1(t) &= s_1, \\
    u(a) &= u(b), \quad u'(a) = u'(b)
\end{align*}
\]

(2.10)

has a solution $u$, and therefore a family of solutions $u + C$, with $C \in \mathbb{R}$. Let $u_0$ be the element of this family with mean value zero. Multiplying (2.10) by $u_0''$ and integrating, we obtain $\|u_0''\|_{L^2} \leq \|k_1\|_{L^2}$ and from Propositions A-4.3 and A-4.1

\[
\|u_0\|_\infty \leq C_0 := \frac{(b-a)\sqrt{b-a}}{12\sqrt{2}} \|k_1\|_{L^2}, \quad \|u_0'\|_\infty \leq C_1 := \frac{b-a}{12} \|k_1\|_{L^2}.
\]

Fix $s > s_1 + \sup\{f(t, u, v) \mid t \in [a, b], |u| \leq C_0, |v| \leq C_1\}$. Then, we claim that $u_0$ is an upper solution of (2.9). Indeed,

\[
\begin{align*}
    u_0'' + g(u_0') + f(t, u_0, u_0') - h(t, u_0, u_0') \\
    &\leq u_0'' + g(u_0') + f(t, u_0, u_0') + k_1(t) = s_1 + f(t, u_0, u_0') < s.
\end{align*}
\]

On the other hand, it is possible to get an ordered lower solution by considering the equation

\[
\begin{align*}
    u'' + g(u') - k_1(t) &= s_2, \\
    u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
\]

(2.11)

As above, it is clear there exists some $s_2$ such that equation (2.11) has a family of solutions $u + C$, with $C \in \mathbb{R}$. Let $u_1$ be an element of this family small enough so that for every $t \in [a, b]$,

\[
    u_1(t) < u_0(t) \quad \text{and} \quad s_2 + f(t, u_1(t), u_1'(t)) > s
\]

(this is possible from (d)). Then,

\[
\begin{align*}
    u_1'' + g(u_1') + f(t, u_1, u_1') - h(t, u_1, u_1') \\
    &\geq u_1'' + g(u_1') + f(t, u_1, u_1') - k_1(t) = s_2 + f(t, u_1, u_1') > s.
\end{align*}
\]

Claim 2 follows then from Theorem I-6.8, using the fact that $u_1$ and $u_0$ are ordered lower and upper solutions of (2.9).

Claim 3: The set $\mathcal{M}$ of all the $s$ such that (2.9) has a solution is bounded below. From Claim 2, $\mathcal{M}$ is not empty. Let $s_0 \in \mathcal{M}$ and $u$ be a solution of (2.9) with $s \leq s_0$. From Claim 1, a direct integration of (2.9) leads to

\[
s \geq -\frac{1}{b-a} \left( \int_a^b (k_2 + k_1) \, dt \right) - \sup \{|g(v)| \mid |v| < R_1\},
\]

where $k_2$ is associated with $R_0$ in assumption (c).

February 19, 2005
Chapter 6. Parametric Multiplicity Problems

Claim 4: \( \mathcal{M} \) is closed. Let \((s_n)_n\) be a sequence in \( \mathcal{M} \) converging to \( s^* \) and \((u_n)_n\) be the corresponding solutions of (2.9). From Claim 1, the sequence \((u_n)_n\) is bounded in \( C^1([a, b]) \) and from Arzelà-Ascoli Theorem it converges to a solution of (2.9) with \( s = s^* \).

Claim 5: \( \mathcal{M} = [s_0, \infty[ \). Let \( s_1 \in \mathcal{M} \), \( u_1 \) be the solution of (2.9) with \( s = s_1 \) and let \( s > s_1 \). The function \( u_1 \) is a \( W^{2,1} \)-upper solutions of (2.9) since

\[
 u''_1 + g(u'_1) + f(t, u_1, u'_1) - h(t, u_1, u'_1) - s = s_1 - s < 0.
\]

An ordered \( W^{2,1} \)-lower solution \( \alpha \) can be obtained by the argument in Claim 2. It follows now from Theorem I-6.8 that \( s \in \mathcal{M} \).

Claim 6: If \( s \in \text{int} \mathcal{M} \), equation (2.9) has two ordered solutions. Let \( s_1 \in \mathcal{M} \) be such that \( s_1 < s \) and \( u_1 \) be the corresponding solution. It follows from Proposition III-1.6 that \( u_1 \) is a strict \( W^{2,1} \)-upper solution. As in Claim 2 we can find a lower solution below \( u_1 \). The proof follows now from the argument in Claim 1 and Theorem III-1.14.

3 A Two Parameters Dirichlet Problem

We can write the problem studied in the first section as

\[
 u'' + g(u)u' + f(t, u) = p(t) + s, \\
 u(a) = u(b), \quad u'(a) = u'(b),
\]

and think of it as studying the range of the nonlinear operator \( \mathcal{R} : L^1(a, b) \rightarrow L^1(a, b) \), defined by \( \mathcal{R}u = u'' + g(u)u' + f(t, u) \) and with domain \( \text{Dom} \mathcal{R} = \{ u \in W^{2,1}(a, b) \mid u(a) = u(b), \ u'(a) = u'(b) \} \). In that section, we gave conditions so that, given \( p \in L^1(a, b) \), the set of functions \( h(t) = p(t) + s \), with \( s \in \mathbb{R} \), intersects the range of \( \mathcal{R} \) along a closed half-line and that on the corresponding open half-line there are at least two solutions. Given \( p \) and \( q \in L^1(a, b) \), a similar problem could be worked out for the line \( h(t) = p(t) + sq(t) \), where \( s \in \mathbb{R} \). This imply we study the problem

\[
 u'' + g(u)u' + f(t, u) = p(t) + sq(t), \\
 u(a) = u(b), \quad u'(a) = u'(b).
\]

The choice \( q(t) = 1 \) is somewhat natural since this function is the first eigenfunction of the corresponding linear problem. However this is not fundamental. To compare two such approaches, we consider in this section a two parameters problem, i.e. we fix a plane in \( L^1(a, b) \) and look for the
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intersection of the range of the operator with this plane. More precisely, we work this problem for the Dirichlet problem

$$u'' + u + f(t, u) = r + s\varphi(t),$$

$$u(0) = 0, \quad u(\pi) = 0,$$  

(3.1)

where \(\varphi(t) = \sqrt{\frac{2}{\pi}} \sin t\). Throughout the section, for \(u \in L^1(0, \pi)\), we write

$$u(t) = \tilde{u}(t) + \bar{u}\varphi(t),$$

where \(\bar{u} = \int_0^\pi u(t)\varphi(t) \, dt\) and \(\int_0^\pi \tilde{u}(t)\varphi(t) \, dt = 0\).

Our first theorem proves the existence of a curve with equation \(r = r_0(s)\) that bounds the range of the operator defined by the left-hand side of the equation. This result compares with Theorem 1.1 and is illustrated by the following figure.

![Fig. 4: Illustration of Theorem 3.1](image)

**Theorem 3.1** Let \(f\) satisfy \(L^1\)-Carathéodory conditions together with (A-1) there exist \(\hat{s} \in \mathbb{R}\) and a function \(h \in L^1(0, \pi)\) such that

$$\tilde{h} = \int_0^\pi h(t)\varphi(t) \, dt > \hat{s}$$

and

$$\liminf_{u \to -\infty} f(t, u) \geq h(t)$$
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uniformly in $t$.

Then there exists a nonincreasing Lipschitz function $r_0 : \mathbb{R} \rightarrow \mathbb{R} \cup \{-\infty\}$ with $2 \sqrt{\frac{2}{\pi}} r_0(s) + s \leq \hat{s}$ such that

(i) if $r < r_0(s)$, the problem (3.1) has no solution;
(ii) if $r_0(s) < r \leq \frac{1}{2} \sqrt{\frac{2}{\pi}} (\hat{s} - s)$, the problem (3.1) has at least one solution.

To prove this theorem we need the following lemma which provides lower solutions

**Lemma 3.2** Let $f$ satisfy $L^1$-Carathéodory conditions and assume (A-1) holds. Then, for any $z \in C^1([0, \pi])$ and each $(r, s)$ such that

$$2 \sqrt{\frac{2}{\pi}} r + s \leq \hat{s},$$

the problem (3.1) has a $W^{2,1}$-lower solution $\alpha$ such that $\alpha \leq z$.

**Proof**: Let us choose $\epsilon > 0$ so that

$$2 \sqrt{\frac{2}{\pi}} \epsilon < \frac{1}{2} [\bar{h} - 2 \sqrt{\frac{2}{\pi}} r - s].$$

From (A-1), we can pick $R \geq \|z\|_{\infty}$ such that for a.e. $t$ and all $u \leq -R$, $f(t, u) \geq h(t) - \epsilon$. Also, from the Carathéodory condition there exists $k \in L^1(0, \pi)$ such that for a.e. $t$ and all $u \in [\infty, R]$, $f(t, u) \geq k(t)$. Next, we choose $\delta > 0$ small enough so that

$$\int_{F_{\delta}} (h(t) - k(t)) \varphi(t) dt < \frac{1}{2} [\bar{h} - 2 \sqrt{\frac{2}{\pi}} r - s],$$

where $F_{\delta} := [0, \delta] \cup [\pi - \delta, \pi]$. The function

$$g(t) := k(t) - r, \quad \text{if } t \in F_{\delta},$$
$$:= h(t) - (r + \epsilon), \quad \text{if } t \in I_{\delta} := [\delta, \pi - \delta],$$

is such that

$$\bar{g} = [\bar{h} - 2 \sqrt{\frac{2}{\pi}} r] - \int_{F_{\delta}} (h(t) - k(t)) \varphi(t) dt - \epsilon \int_{I_{\delta}} \varphi(t) dt > s.$$

Define now $w$ to be the solution of

$$w'' + w + g(t) - \bar{g} \varphi(t) = 0,$$
$$w(0) = 0, w(\pi) = 0,$$
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and choose \( A > 0 \) large enough so that
\[
\alpha(t) := -A\varphi(t) + w(t) \leq z(t) \quad \text{on } F_\delta,
\]
\[
:= -A\varphi(t) + w(t) \leq -R \quad \text{on } I_\delta.
\]
Hence \( \alpha \leq z \) and since
\[
\alpha'' + \alpha + f(t, \alpha) - r - s\varphi(t) \geq w'' + w + g(t) - s\varphi(t) = (\bar{g} - s)\varphi(t) \geq 0,
\]
\( \alpha \) is a \( W^{2,1} \)-lower solution.

We can now proceed to the proof of Theorem 3.1.

**Proof of Theorem 3.1 : Step 1 – Definition of \( r_0 \) satisfying (i) and (ii).**
Define \( r_0(s) \in \mathbb{R} \cup \{-\infty\} \) by
\[
r_0(s) := \min\left\{ \frac{1}{2} \sqrt{\frac{\pi}{2}} (\hat{s} - s), \inf\{r \mid (3.1) \text{ has a solution for } (r,s)\} \right\}.
\]
Notice that condition (i) holds by construction of \( r_0 \). Let now \((r, s)\) be given such that
\[
r_0(s) < r \leq \frac{1}{2} \sqrt{\frac{\pi}{2}} (\hat{s} - s).
\]
By definition, there exists \( r_1 \in [r_0(s), r] \) and a solution \( u_1 \) of (3.1) for \((r_1, s)\). The function \( u_1 \) is a \( W^{2,1} \)-upper solution of (3.1) for \((r, s)\). From Lemma 3.2, we obtain a lower solution \( \alpha \leq u_1 \) and the existence of a solution of (3.1) for the given \((r, s)\) follows from Theorem II-2.4.

**Step 2 – The function \( r_0(s) \) is nonincreasing and Lipschitz.** Let \( s_2 \) be such that \( r_0(s_2) < \frac{1}{2} \sqrt{\frac{\pi}{2}} (\hat{s} - s_2) \). For any \( \eta > 0 \), small enough, there exist
\[
r_2 \in [r_0(s_2), r_0(s_2) + \eta] \subset [r_0(s_2), \frac{1}{2} \sqrt{\frac{\pi}{2}} (\hat{s} - s_2)]
\]
and a solution \( u_2 \) of (3.1) for \((r_2, s_2)\). Next, for any \( s_1 < s_2 \) close enough to \( s_2 \),
\[
r_1 = r_2 + \sqrt{\frac{\pi}{2}} (s_2 - s_1)
\]
is such that \( 2\sqrt{\frac{\pi}{2}} r_1 + s_1 \leq \hat{s} \). The function \( u_2 \) is a \( W^{2,1} \)-upper solution of (3.1) for \((r_1, s_1)\) and from Lemma 3.2 there exists a \( W^{2,1} \)-lower solution \( \alpha \leq u_2 \). This together with Theorem II-2.4 implies \( r_0(s_1) \leq r_1 \). It follows that
\[
r_0(s_1) \leq r_1 \leq r_0(s_2) + \sqrt{\frac{\pi}{2}} (s_2 - s_1) + \eta
\]
and as \( \eta \) is arbitrary,
\[
r_0(s_1) \leq r_0(s_2) + \sqrt{\frac{\pi}{2}} (s_2 - s_1).
\]
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On the other hand, let \( s_1 \) be such that \( r_0(s_1) < \frac{1}{2} \sqrt{\frac{2}{\pi}} (\hat{s} - s_1) \). Then, for any \( \eta > 0 \), we can find \( r_1 \in [r_0(s_1), r_0(s_1) + \eta] \) so that there exists a solution \( u_1 \) of (3.1) for \((r_1, s_1)\). If \( s_2 > s_1 \), this function is a \( W^{2,1} \)-upper solution of (3.1) for \((r_1, s_2)\). Using the same arguments as above, it follows that

\[
r_0(s_2) \leq r_0(s_1).
\]

Hence, the claim follows.

**Example 3.1** Consider the linear problem

\[
\begin{align*}
  u'' + u &= r + s \sqrt{\frac{2}{\pi}} \sin t \\
  u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]

which has a solution if and only if \( 2 \sqrt{\frac{2}{\pi}} r + s = 0 \). In this case \( \hat{s} \) is any negative number and \( r_0(s) = \frac{1}{2} \sqrt{\frac{2}{\pi}} (\hat{s} - s) \). Theorem 3.1 states that, there is no solution if \( r < r_0(s) \) and as \( \hat{s} \) is any negative number, this means that there is no solution if \( r < -\frac{1}{2} \sqrt{\frac{2}{\pi}} \hat{s} \), which is the best one-sided condition we can give.

**Example 3.2** The function \( r_0(s) \) can take the value \(-\infty\) as follows from the problem

\[
\begin{align*}
  u'' &= r + s \sqrt{\frac{2}{\pi}} \sin t \\
  u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]

which has solutions for all values of \( r \) and \( s \). Here \( f(t, u) = -u \), \( \hat{s} \) is any positive constant and \( r_0(s) = -\infty \).

To rule out the case where \( r_0(s) = -\infty \), we shall impose some lower bound on \( f \).

**Theorem 3.3** Let \( f \) satisfy \( L^1 \)-Carathéodory conditions, (A-1) and (A-2) there exists \( k \in L^1(0, \pi) \) such that for a.e. \( t \in [0, \pi] \) and all \( u \in \mathbb{R} \),

\[
f(t, u) \geq k(t).
\]

Then there exists a nonincreasing Lipschitz function \( r_0 : \mathbb{R} \to \mathbb{R} \) with

\[
2 \sqrt{\frac{2}{\pi}} r_0(s) + s \leq \hat{s}
\]

such that

(i) if \( r < r_0(s) \), the problem (3.1) has no solution;
(ii) if \( r_0(s) < r \leq \frac{1}{2} \sqrt{\frac{2}{\pi}} (\hat{s} - s) \), the problem (3.1) has at least one solution.
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Proof: Let \( u \) be a solution of (3.1), multiply the equation by \( \varphi \) and integrate. If we fix \( s \), this gives a lower bound on \( r \)

\[
\int_0^\pi k(t)\varphi(t)\,dt \leq \int_0^\pi f(t, u(t))\varphi(t)\,dt = 2\sqrt{2}\pi r + s.
\]

The rest of the proof follows from Theorem 3.1.

To make sure the region \( r(s) < r < \frac{1}{2}\sqrt{\frac{\pi}{2}}(\hat{s} - s) \), where there is at least one solution is nonempty, we reinforce the assumption on the nonlinearity for large negative values of \( u \).

**Theorem 3.4** Let \( f \) satisfy \( L^1 \)-Carathéodory conditions, (A-2) and \( (A-1^*) \lim_{u \to -\infty} f(t, u) = +\infty \) uniformly in \( t \).

Then there exists a nonincreasing Lipschitz function \( r_0 : \mathbb{R} \to \mathbb{R} \) such that

(i) if \( r < r_0(s) \), the problem (3.1) has no solution;
(ii) if \( r_0(s) < r \), the problem (3.1) has at least one solution.

Proof: Claim 1 – For every \( s \in \mathbb{R} \), problem (3.1) has an upper solution if \( r \) is large enough.

Let \( m \in L^1(0, \pi) \) be such that, for a.e. \( t \in [0, \pi] \) and all \( u \in [-1, 1] \), \( |f(t, u)| \leq m(t) \). By Proposition A-4.4, there exists \( K > 0 \) such that, for all \( u \in W^{2,1}(0, \pi) \) with \( u(0) = 0 \), \( u(\pi) = 0 \) and \( \int_0^\pi u'\varphi'\,dt = 0 \), we have

\[
\|u\|_\infty \leq K \int_0^\pi |u'' + u|\varphi\,dt.
\]

Next, we choose \( p \in C([0, \pi]) \) such that \( \|m - p\|_{L^1} < \frac{1}{2K} \sqrt{\frac{\pi}{2}} \) and define \( \beta \) as the solution of

\[
\begin{align*}
\beta'' + u + m - p - (\bar{m} - \bar{p})\varphi &= 0 \\
\beta(0) = 0, \quad \beta(\pi) = 0, \quad \bar{u} &= 0.
\end{align*}
\]

We have

\[
\|\beta\|_\infty \leq K \int_0^\pi |m - p - (\bar{m} - \bar{p})\varphi|\,dt \leq 2K \sqrt{\frac{\pi}{2}}\|m - p\|_{L^1} \leq 1
\]

and therefore

\[
\beta''(t) + f(t, \beta(t)) \leq \beta''(t) + \beta(t) + m(t) = p(t) + (\bar{m} - \bar{p})\varphi(t) \leq r + s\varphi(t)
\]

if \( r \) is large enough.
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Claim 2 – For every \( s \in \mathbb{R} \), problem (3.1) has a solution if \( r \) is large enough. Let \( s \in \mathbb{R} \) and, according to Claim 1, choose \( \bar{r}(s) \) large enough so that problem (3.1) for \( (\bar{r}(s), s) \) has an upper solution \( \beta \). Let \( \hat{s} \geq 2\sqrt{\frac{\pi}{2}}\bar{r}(s) + s \). According to (A-1*), the assumptions of Lemma 3.2 are satisfied and problem (3.1) for \( (\bar{r}(s), s) \) has a lower solution \( \alpha \leq \beta \). We deduce then from Theorem II-2.4 the existence of a solution of (3.1) for \( (\bar{r}(s), s) \).

Conclusion. From Theorem 3.3, the function \( r_0(s) \) exists such that \( r_0(s) \leq \bar{r}(s) \) and

(i) if \( r < r_0(s) \), the problem (3.1) has no solution;
(ii) if \( r_0(s) < r \leq \frac{1}{2}\sqrt{\frac{\pi}{2}}(\hat{s} - s) \), the problem (3.1) has at least one solution.

As \( \hat{s} \) is arbitrary large, the second conclusion holds for all \( r > r_0(s) \).  

Example 3.3 Multiplicity results are not straightforward as follows from the problem

\[
\begin{align*}
    u'' + u^+ &= r, \\
    u(0) &= 0, \\
    u(\pi) &= 0,
\end{align*}
\]

which corresponds to \( f(t, u) = u^- \). Here, there is no solution if \( r < 0 \), an infinite number if \( r = 0 \) and only one if \( r > 0 \).

To obtain multiplicity results, we will have to reinforce (A-1) assuming a control of the nonlinearity for large values of \( |u| \). Also, we shall use degree theory i.e. strict lower and upper solutions. This forces us to assume additional assumptions as in Section III-2. Here we consider condition (B), which is satisfied in particular if \( f(t, u) = g(t, u) + h(t) \), where \( g \) is continuous and \( h \in L^1(a, b) \).

Theorem 3.5 Let \( f \) satisfy \( L^1 \)-Carathéodory conditions together with (A-1**) \( \lim_{|u| \to \infty} f(t, u) = +\infty \) uniformly in \( t \) and

(B) given \( t_0 \in [0, \pi] \), \( u_0 \in \mathbb{R} \) and \( \epsilon > 0 \), there exists \( \delta > 0 \) such that for a.e. \( t \in [t_0 - \delta, t_0 + \delta] \cap [0, \pi] \) and all \( u_1 \in [u_0 - \delta, u_0 + \delta] \), \( u_2 \in [u_1, u_1 + \delta \sin t] \),

\[ f(t, u_2) - f(t, u_1) \leq \epsilon. \]

Then, there exists a nonincreasing Lipschitz function \( r_0 : \mathbb{R} \to \mathbb{R} \) such that

(i) if \( r < r_0(s) \), the problem (3.1) has no solution;
(ii) if \( r = r_0(s) \), the problem (3.1) has at least one solution;
(iii) if \( r_0(s) < r \), the problem (3.1) has at least two ordered solutions.

To prove this result, we use the following lemma which provides the necessary a-priori bounds to apply Theorem III-2.12.
Lemma 3.6 Suppose the assumptions of Theorem 3.5 are verified. Then, given $s$ and $r^*$, there exists $R > 0$ such that for all solutions $u$ of

$$u'' + u + f(t, u) \leq r^* + s\varphi(t),$$

$$u(0) = 0, \ u(\pi) = 0,$$  \hspace{1cm} (3.2)

we have

$$||u||_\infty < R.$$

Proof: Let $u$ be a solution of (3.2). Write

$$u(t) = \bar{u}\varphi(t) + \tilde{u}(t),$$

where

$$\int_0^\pi \tilde{u}(t)\varphi(t) \, dt = \int_0^\pi \tilde{u}'(t)\varphi'(t) \, dt = 0.$$ By Proposition A-4.4 there exists $K > 0$ such that

$$||\tilde{u}||_\infty \leq K \int_0^\pi |u''(t) + u(t)|\varphi(t) \, dt.$$ 

Using (A-1**) and the Carathéodory conditions, we can find $k \in L^1(0, \pi)$ such that

for a.e. $t \in [0, \pi]$ and all $u \in \mathbb{R}, \ f(t, u) \geq k(t).$  \hspace{1cm} (3.3)

Hence, we compute

$$|u''(t) + u(t)| \leq |u''(t) + u(t) + f(t, u(t)) - r^* - s\varphi(t)| + |f(t, u(t))| + |r^*| + |s|\varphi(t)$$

$$\leq -(u''(t) + u(t) + f(t, u(t)) - r^* - s\varphi(t)) + f(t, u(t)) - k(t) + |k(t)| + |r^*| + |s|\varphi(t)$$

and

$$\int_0^\pi |u''(t) + u(t)|\varphi(t) \, dt$$

$$\leq \int_0^\pi (r^* + s\varphi(t))\varphi(t) \, dt + 2 \int_0^\pi |k(t)|\varphi(t) \, dt + 2\sqrt{\frac{2}{\pi}} |r^*| + |s|.$$ 

Hence, we obtain

$$||\tilde{u}||_\infty \leq K[2\sqrt{\frac{2}{\pi}} (r^* + |r^*|) + (s + |s|) + 2\int_0^\pi |k(t)|\varphi(t) \, dt]$$

$$\leq 2K[2\sqrt{\frac{2}{\pi}} |r^*| + |s| + \int_0^\pi |k(t)|\varphi(t) \, dt].$$
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Assume now there exists a sequence \((u_k)_k = (\bar{u}_k \varphi + \tilde{u}_k)_k\) of solutions of (3.2) such that \(||u_k||_{\infty} \to \infty\). From the first part of the proof, \(||\tilde{u}_k||_{\infty}\) is bounded and \(|\tilde{u}_k| \to \infty\). Going to a subsequence, we have \(u_k(t) \to \infty\) (or \(u_k(t) \to -\infty\)) for all \(t \in [0, \pi]\). Hence, using (3.2), Fatou’s Lemma and (A-1**), we obtain the contradiction
\[
(2\sqrt{\frac{r}{\pi}} r^* + s) \geq \liminf_{k \to \infty} \int_0^\pi f(t, u_k(t)) \varphi(t) \, dt = +\infty.
\]

Proof of Theorem 3.5: Let \(r_0(s)\) be defined from Theorem 3.4 and \((r, s)\) be such that \(r_0(s) < r\). By definition, there exist \(r_1 \in [r_0(s), r]\) and a solution \(u_1\) of (3.1) for \((r_1, s)\). By Proposition III-2.6 the function \(u_1\) is a strict upper solution of (3.1) for \((r, s)\). As (A-1) is satisfied for any \(s\), we can assume \(2\sqrt{\frac{r}{\pi}} r + s < \hat{s}\) and using Lemma 3.2 we obtain a lower solution \(\alpha < u_1\).

From Lemma 3.6, there exists \(R > 0\), such that for all solutions \(u\) of
\[
\begin{align*}
u'' + u + f(t, u) &\leq r + s \varphi(t), \\
u(0) = 0, \ u(\pi) = 0,
\end{align*}
\]
we have \(||u||_{\infty} < R\). It follows then from Theorem III-2.12 that the problem (3.1) has at least two ordered solutions.

Let now \((r, s)\) be such that \(r = r_0(s)\). We can find \(r_n > r_0(s)\) such that \(\lim_{n \to \infty} r_n = r_{0}(s)\) and solutions \(u_n\) of (3.1) for \((r_n, s)\). From Lemma 3.6, there exists \(R > 0\) such that \(||u_n||_{\infty} \leq R\) and from Carathéodory conditions, we have \(k \in L^1(0, \pi)\) so that for all \(n \in \mathbb{N}\), \(||u_n''(t)|| \leq k(t)\). Using Arzelà-Ascoli Theorem, we find a subsequence \((u_{nk})_k\) that converges in \(C^1([0, \pi])\) to some function \(u \in C^1([0, \pi])\). Going to the limit in (3.1), it is easy to see that \(u\) solves (3.1) for \((r, s) = (r_{0}(s), s)\).

The next theorem gives conditions for the function \(r_0(s)\) to be decreasing.

**Theorem 3.7** Let \(f\) satisfy \(L^1\)-Carathéodory conditions together with assumptions (A-1**) and (B). Assume one of the functions \(g(t, x) = f(t, x)\) or \(g(t, x) = -f(t, x)\) is such that (A-3) given \(R > 0\), we have
\[
\forall \epsilon > 0, \exists \delta > 0, (\forall u_0 : |u_0| \leq R \varphi(t)), (\forall u : |u| \leq R \varphi(t)), \text{for a.e. } t \in [0, \pi],
0 \leq u_0 - u \leq \delta \varphi(t) \Rightarrow g(t, u) - g(t, u_0) \leq \epsilon \varphi(t).
\]

Then the function \(r_0(s)\) is decreasing.

**Proof**: Let \(s_0 \in \mathbb{R}\).

**Step 1 - Claim**: For all \(s^* > s_0\), there exists \(r^* < r_0(s_0)\) and a \(W^{2,1}\)-upper solution \(\hat{\beta}\) of (3.1) with \(r = r^*\) and \(s = s^*\). Assume \(g(t, x) = f(t, x)\) in (A-3). The proof is similar in case \(g(t, x) = -f(t, x)\).
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From Theorem 3.5, there is a solution $u_0$ of

$$u_0'' + u_0 + f(t, u_0) = r_0(s_0) + s_0 \varphi(t),$$

$$u_0(0) = 0, \; u_0(\pi) = 0.$$

Let $w$ be the solution of

$$w'' + w = -(1 - 2\sqrt{\frac{2}{\pi}} \varphi(t)),$$

$$w(0) = 0, \; w(\pi) = 0, \; \bar{w} = 0.$$

Choose then $\bar{K} > 0$ and $R > 0$ such that, for all $t \in [0, \pi],$

$$|w(t)| \leq \bar{K} \varphi(t), \quad |u_0(t)| < \frac{R}{2} \varphi(t) \quad \text{and} \quad |w(t) - \bar{K} \varphi(t)| < \frac{R}{2} \varphi(t).$$

Define $\epsilon > 0$ such that

$$s_0 + \epsilon < s^*$$

and pick $\delta > 0$ from assumption (A-3). Next, we choose $m \in [0, 1]$ small enough so that

$$2m\bar{K} \leq \delta, \quad s_0 + 2\sqrt{\frac{2}{\pi}} m + \epsilon \leq s^*.$$ 

and let $r^* := r_0(s_0) - m$. Define

$$\beta(t) := u_0(t) + m(w(t) - \bar{K} \varphi(t))$$

and observe that

$$0 \leq u_0(t) - \beta(t) \leq 2m\bar{K} \varphi(t) \leq \delta \varphi(t).$$

Whence we compute

$$\beta''(t) + \beta(t) + f(t, \beta(t)) = u_0''(t) + u_0(t) + m(w''(t) + w(t)) + f(t, \beta(t))$$

$$= r_0(s_0) + s_0 \varphi(t) - m(1 - 2\sqrt{\frac{2}{\pi}} \varphi(t)) + f(t, \beta(t)) - f(t, u_0(t))$$

$$\leq (r_0(s_0) - m) + (s_0 + 2\sqrt{\frac{2}{\pi}} m + \epsilon) \varphi(t)$$

$$\leq r^* + s^* \varphi(t).$$

Hence $\beta$ is a $W^{2,1}$-upper solution of (3.1) with $r = r^*$ and $s = s^*$.

**Step 2** – As (A-1) is satisfied for any $\hat{s}$, we can assume $2\sqrt{\frac{2}{\pi}} r^* + s^* \leq \hat{s}$ and it follows from Lemma 3.2 that there exists a $W^{2,1}$-lower solution $\alpha \leq \beta$. We obtain then from Theorem II-2.4 the existence of a solution of (3.1) for the given $(r^*, s^*)$. This implies $r_0(s^*) \leq r^* < r_0(s_0)$. 

February 19, 2005
Remark The condition (A-3) is a one-sided continuity condition for the norm
\[ \|u\| = \sup_{t \in [0, \pi]} |u(t)| \varphi(t). \]
Such a condition can be obtained from a continuity assumption together with a one-sided Lipschitz condition near zero.

Proposition 3.8 Let \( f \) be a continuous function and
(A-3*) there exist \( L > 0 \) and \( R > 0 \) such that
\[ f(t, u) + Lu \text{ or } -f(t, u) + Lu \]
is nondecreasing for a.e. \( t \in [0, \pi] \) and \( u \in [-R, R] \).
Then assumption (A-3) holds.

Proof: Assume \( f(t, u) + Lu \) is nondecreasing. Let \( R_0 > 0 \) be given and choose \( \tau \in [0, \pi/2] \) so that \( R_0 \varphi(\tau) < R \). For \( t \in F_\tau := [0, \tau] \cup [\pi - \tau, \pi] \) and all \( u_0, u \) in \( [-R_0 \varphi(\tau), R_0 \varphi(\tau)] \), we have
\[ 0 \leq u_0 - u \Rightarrow f(t, u) - f(t, u_0) \leq L(u_0 - u). \]
If \( t \in [\tau, \pi - \tau] \), we compute from the continuity of \( f \)
\[ \forall \epsilon' > 0, \exists \delta_2 > 0, |u_0 - u| < \delta_2 \Rightarrow f(t, u) - f(t, u_0) \leq \epsilon' \leq \frac{\epsilon'}{\varphi(\tau)} \varphi(t). \quad (3.4) \]
Now, given \( \epsilon \), we chose \( \delta_1 \) and \( \epsilon' \) small enough so that
\[ L\delta_1 < \epsilon, \quad \frac{\epsilon'}{\varphi(\tau)} < \epsilon, \]
we choose \( \delta_2 \) from (3.4) and \( \delta := \min(\delta_1, \delta_2 \sqrt{2}) \). It is then easy to see that if \( |u_0|, |u| < R_0 \varphi(t) \) are such that \( 0 \leq u_0 - u \leq \delta \varphi(t) \), we have:
for \( t \in F_\tau, \)
\[ f(t, u) - f(t, u_0) \leq L\delta \varphi(t) < \epsilon \varphi(t), \]
and for \( t \in [\tau, \pi - \tau], 0 < u_0 - u < \delta \varphi(t) \) implies \( |u_0 - u| < \delta_2 \) and
\[ f(t, u) - f(t, u_0) \leq \frac{\epsilon'}{\varphi(\tau)} \varphi(t) < \epsilon \varphi(t). \]
The decreasingness of \( r_0 \) can also be deduced from a Hölder condition.
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Problem 3.1 Let $f$ be a continuous function that satisfies (A-1***) and (A-4) either $g(t, u) = f(t, u)$ or $g(t, u) = -f(t, u)$ is such that, for some $L \geq 0$, $\alpha \in ]1/3, 1[$ and $r > 0$, for a.e. $t$ and all $u, v \in [-r, r]$ with $0 \leq u - v \leq 1$, we have

$$g(t, u) - g(t, v) \leq L(u - v)^\alpha.$$ 

Prove then that the function $r_0(s)$ is decreasing. 

*Hint :* See [87].

4 Strong resonance problems

In this section, we study strong resonance problems. These are problems which avoid resonance using a nonlinearity that can vanish at infinity.

As in the previous section, for $u \in L^1(0, \pi)$, we write

$$u(t) = \tilde{u}(t) + \bar{u}\varphi(t),$$

where $\varphi(t) = \sqrt{\frac{2}{\pi}} \sin t$, $\tilde{u} = \int_0^\pi u(t)\varphi(t)\, dt$ and $\int_0^\pi \tilde{u}(t)\varphi(t)\, dt = 0$. Also, we shall use the following spaces :

- $\tilde{L}^1(0, \pi) = \{ u \in L^1(0, \pi) \mid \bar{u} = 0 \}$,
- $\tilde{C}([0, \pi]) = \{ u \in C([0, \pi]) \mid \bar{u} = 0 \}$,
- $\tilde{C}_0^1([0, \pi]) = \{ u \in C_0^1([0, \pi]) \mid \bar{u} = 0 \}$.

Our first result concerns the problem

$$u'' + u + f(t, u) = s\varphi(t) + \tilde{p}(t),$$

$$u(0) = 0, \quad u(\pi) = 0,$$  \hspace{1cm} (4.1)

where $f$ is an $L^1$-Carathéodory function.

**Theorem 4.1** Let $s \in \mathbb{R}$ and $\tilde{p} \in \tilde{L}^1(0, \pi)$. Assume that $f$ is an $L^1$-Carathéodory function such that, for some $k \in L^1(0, \pi)$, for a.e. $t \in [0, \pi]$ and all $u \in \mathbb{R}$,

$$|f(t, u)| \leq k(t).$$

Then there exists a nonempty, bounded interval $I$ such that

(i) if $s \notin I$, problem (4.1) has no solution;

(ii) if $s \in I$, problem (4.1) has at least one solution.

**Proof :** Let $\mathcal{M}$ be the set of those $s$ such that (4.1) has at least one solution.
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Step 1 – The set \( M \) is nonempty. Consider the projector \( Q : L^1(0, \pi) \to \tilde{L}^1(0, \pi) \) defined by

\[
Qu(t) = \tilde{u}(t) = u(t) - \left( \int_0^\pi u(r) \varphi(r) \, dr \right) \varphi(t)
\]

and denote by \( M \) the inverse of the linear operator \( L : \tilde{C}_0^1([0, \pi]) \to \tilde{L}^1(0, \pi) \), \( u \mapsto u'' + u \), with domain \( \text{Dom } L = W^{2,1}(0, \pi) \cap \tilde{C}_0^1([0, \pi]) \). The problem

\[
u'' + u = \tilde{p} - Qf(\cdot, u),
\]

\[
u(0) = 0, \quad u(\pi) = 0, \quad \bar{u} = 0
\]
can be written

\[
u = \tilde{T}u := M(\tilde{p} - Qf(\cdot, u)).
\]

The operator \( \tilde{T} : \tilde{C}_0^1([0, \pi]) \to \tilde{C}_0^1([0, \pi]) \) is completely continuous and bounded. Hence, using Schauder’s Theorem, it has a fixed point \( \tilde{u} \) which is a solution of (4.1) with

\[
s = \int_0^\pi f(r, \tilde{u}(r)) \varphi(r) \, dr.
\]

Step 2 – The set \( M \) is bounded. Observe that if \( u \) is a solution of (4.1),

\[
|s| = \left| \int_0^\pi f(t, u(t)) \varphi(t) \, dt \right| \leq \int_0^\pi k(t) \varphi(t) \, dt.
\]

Step 3 – The set \( M \) is an interval. Let us define the real numbers \( s_0 := \inf \{ s \mid (4.1) \text{ has a solution} \} \) and \( s_1 := \sup \{ s \mid (4.1) \text{ has a solution} \} \), which are such that \( M \subset [s_0, s_1] \). Fix \( s \in ]s_0, s_1[ \). There exists \( a \in ]s_0, s] \) and \( u_a \) solution of (4.1) with \( s = a \). Also, there exists \( b \in [s, s_1] \) and \( u_b \) solution of (4.1) with \( s = b \). It is easy to see that \( u_a \) and \( u_b \) are upper and lower solutions of (4.1). The claim follows then from Theorems II-2.4 or III-3.8 according as \( u_b \leq u_a \) or \( u_b \not\leq u_a \).

Remark 4.1 For any \( a \in \mathbb{R} \), the problem

\[
u'' + u = \tilde{p} - Qf(\cdot, a\varphi + u),
\]

\[
u(0) = 0, \quad u(\pi) = 0, \quad \bar{u} = 0,
\]
can be written

\[
u = \tilde{T}_a u := M(\tilde{p} - Qf(\cdot, a\varphi + u)),
\]

where \( M \) and \( Q \) are defined in Step 1 of the above proof. The operator \( \tilde{T}_a : \tilde{C}_0^1([0, \pi]) \to \tilde{C}_0^1([0, \pi]) \) is completely continuous and bounded whence
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Schauder’s Theorem applies. As further the bound is uniform in \( a \), there is a \( K > 0 \) so that for any given \( a \in \mathbb{R} \), the problem (4.2) has a solution \( \tilde{u}_a \in C^1_0([0, \pi]) \) and any such solution verifies \( \| \tilde{u}_a \|_{C^1} < K \) and \( \| \tilde{u}_a(t) \| \leq K \varphi(t) \). Hence, for any value of \( a \in \mathbb{R} \) the function \( u = \tilde{u}_a + a \varphi \) solves (4.1) with

\[
s = \int_0^\pi f(r, \tilde{u}_a(r) + a \varphi(r)) \varphi(r) \, dr,
\]

i.e. there is a unbounded branch of solutions.

**Example 4.1** The above theorem does not rule out the linear resonance problem

\[
\begin{align*}
u'' + u &= s \varphi(t) + \tilde{p}(t), \\
u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]

which has solutions if and only if \( s = 0 \). Here, \( I = \{0\} \).

**Example 4.2** A typical example of application of Theorem 4.1 is

\[
\begin{align*}
u'' + u + \arctan u &= s \varphi(t) + \tilde{p}(t), \\
u(0) &= 0, \quad u(\pi) = 0.
\end{align*}
\]

Using Remark 4.1, we know that solutions of this problem read \( u = \tilde{u} + \bar{u} \varphi \) and correspond to

\[
s = S(\tilde{u}, \bar{u}) = \int_0^\pi \arctan(\tilde{u}(t) + \bar{u} \varphi(t)) \varphi(t) \, dt.
\]

It is easy to see that the range of \( S \) is \( ] - \sqrt{2\pi}, \sqrt{2\pi} [ \). This proves \( I \subset ] - \sqrt{2\pi}, \sqrt{2\pi} [ \). On the other hand, we can find solutions \( u_k = \tilde{u}_k + k \varphi \), \( k \in \mathbb{Z} \), corresponding to \( s_k = S(\tilde{u}_k, k) \). We can prove that the set \( \{ \| \tilde{u}_k \|_\infty \mid k \in \mathbb{Z} \} \) is bounded and, using Lebesgue’s dominate convergence Theorem, that \( \lim_{k \to \pm \infty} S(\tilde{u}_k, k) = \pm \sqrt{2\pi} \). This proves solutions exist if and only if \( s \in ] - \sqrt{2\pi}, \sqrt{2\pi} [ \).

Notice that solutions of this example are unique. If \( u \) and \( v \) are two such solutions, the function \( w = u - v \) satisfies a linear problem

\[
\begin{align*}
w'' + k(t)w &= 0, \\
w(0) &= 0, \quad w(\pi) = 0,
\end{align*}
\]

with \( 1 < k(t) \leq 2 \), which implies \( w = 0 \).

The above examples show the interval of parameters \( s \) so that we have existence of solution can be reduced to one point or to an open interval. To rule out these possibilities, we impose some specific behaviour of \( f \) near infinity.
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Theorem 4.2 Let \( s \in \mathbb{R} \) and \( \bar{p} \in \tilde{L}^1(0, \pi) \). Assume that \( f \) is an \( L^1 \)-Carathéodory function such that
(a) for some \( k \in L^1(0, \pi) \), for a.e. \( t \in [0, \pi] \) and all \( u \in \mathbb{R} \),
\[
|f(t, u)| \leq k(t).
\]
(b) \( \lim_{|u| \to \infty} f(t, u) = 0 \) and \( \liminf_{|u| \to \infty} uf(t, u) \geq m > 0 \) uniformly in \( t \).

Then there exist \( s_0 < 0 < s_1 \) such that

(i) if \( s \notin [s_0, s_1] \), the problem (4.1) has no solution;
(ii) if \( s \in [s_0, s_1] \), the problem (4.1) has at least one solution.

Proof: Let \( I \) be given from Theorem 4.1, \( s_0 = \inf I \) and \( s_1 = \sup I \).

Step 1. Let \( s_0 < 0 < s_1 \). Let us first prove there exists \( R > 0 \) and \( u = \bar{u} + \bar{u}\phi \) solution of (4.1) with \( s = r \). Recall from Remark 4.1 that the solutions \( \bar{u} \) of (4.2) are such that \( ||\bar{u}||_\infty \leq K \) and \( |\bar{u}(t)| \leq K\varphi(t) \) for some \( K > 0 \). Choose then \( R > 0 \) large enough so that for a.e. \( t \in [0, \pi] \) and all \( u \geq R \),
\[
uf(t, u) \geq \frac{2m}{3} \quad \text{and} \quad |f(t, u)| \leq \frac{m}{3K}.
\]

Next we pick \( \delta > 0 \) small enough so that
\[
-(R + K) \left[ \int_0^\delta k(t) \, dt + \int_{\pi - \delta}^\pi k(t) \, dt \right] - \frac{m}{3} \pi + \frac{2m}{3} (\pi - 2\delta) > 0,
\]
\( \bar{u} \) large enough such that
\[
\bar{u}\varphi(\delta) \geq K + R,
\]
and at last \( \bar{u} \) solution of (4.2). Observe that this implies \( u(t) = \bar{u}(t) + \bar{u}\varphi(t) \geq R\varphi(t) \) if \( t \in [0, \pi] \) and \( u(t) \geq R \) if \( t \in [\delta, \pi - \delta] \). Let \( A = \{ t \in [0, \pi] \mid |u(t)| \leq R \} \subset [0, \delta] \cup [\pi - \delta, \pi] \) and \( B = [0, \pi] \setminus A \). We compute then
\[
\int_0^\pi f(t, u(t)) u(t) \, dt = \int_A f(t, u(t)) u(t) \, dt + \int_B f(t, u(t)) u(t) \, dt
\]
\[
\geq -R \left[ \int_0^\delta k(t) \, dt + \int_{\pi - \delta}^\pi k(t) \, dt \right] + \frac{2m}{3} (\pi - 2\delta),
\]
\[
\int_0^\pi f(t, u(t)) u(t) \, dt = \int_A f(t, u(t)) \bar{u}(t) \, dt + \int_B f(t, u(t)) \bar{u}(t) \, dt
\]
\[
\leq K \left[ \int_0^\delta k(t) \, dt + \int_{\pi - \delta}^\pi k(t) \, dt \right] + \frac{m}{3} \pi
\]
and
\[ \dot{u} \int_{0}^{\pi} f(t, u(t))\varphi(t) \, dt = \int_{0}^{\pi} f(t, u(t))u(t) \, dt - \int_{0}^{\pi} f(t, u(t))\tilde{u}(t) \, dt \geq -(R + K) \left[ \int_{0}^{\delta} k(t) \, dt + \int_{\pi - \delta}^{\pi} k(t) \, dt \right] - \frac{\alpha}{\pi \pi} \pi + \frac{2n}{3} (\pi - 2\delta) > 0. \]

Hence, \( r := \int_{0}^{\pi} f(t, u(t))\varphi(t) \, dt > 0 \) and \( u = \tilde{u} + \bar{u}\varphi \) solves (4.1) with \( s = r \).

In a similar way, we prove there exists \( r < 0 \) and \( u = \tilde{u} + \bar{u}\varphi \) solution of (4.1) with \( s = r \).

**Step 2** \(- s_{0} \in I, s_{1} \in I \). Let us prove there exists a solution of (4.1) for \( s = s_{0} \). Let \( s_{n} \in ]s_{0}, s_{1} [ \) be such that \( \lim_{n \to \infty} s_{n} = s_{0} \) and let \( u_{n} \) be the corresponding solution of (4.1). Multiplying (4.1) by \( \varphi \) and integrating we see that \( s_{n} = \int_{0}^{\pi} f(t, u_{n}(t))\varphi(t) \, dt, \) i.e. \( u_{n} = \tilde{u}_{n} + \bar{u}_{n}\varphi \), where \( \tilde{u}_{n} \) is solution of (4.2). Hence, there exists \( K > 0 \) such that for every \( n, \| \tilde{u}_{n} \|_{\infty} < K \). Let us prove there exists \( M > 0 \) such that for every \( n, \| u_{n} \|_{\infty} < M \). Otherwise \( |\tilde{u}_{n}| \to \infty \) and going to a subsequence, we have \( u_{n}(t) \to \infty \) (or \( u_{n}(t) \to -\infty \)) for all \( t \in ]0, \pi [ \). Hence, as \( \lim_{|u| \to \infty} f(t, u) = 0 \), by Lebesgue’s dominated convergence theorem,

\[ s_{0} = \lim_{n \to \infty} s_{n} = \lim_{n \to \infty} \int_{0}^{\pi} f(t, u_{n}(t))\varphi(t) \, dt = 0, \]

which contradicts \( s_{0} < 0 \). The claim follows then from Arzelà-Ascoli Theorem.

In a similar way, we prove \( s_{1} \in I \). □

**Example 4.3** A typical example where Theorem 4.2 applies is

\[ u'' + u + \frac{u}{1 + u^{2}} = s\varphi(t) + \tilde{p}(t), \]

\[ u(0) = 0, \quad u(\pi) = 0. \]

To obtain a multiplicity result we use strict lower and upper solutions. This forces to assume additional assumptions as in Section III-2.

**Theorem 4.3** Let \( s \in \mathbb{R} \) and \( \tilde{p} \in \hat{L}^{1}(0, \pi) \). Assume that \( f \) is an \( L^{1} \)-Carathéodory function such that for some \( L \in L^{1}(a, b; \mathbb{R}^{+}) \) and for a.e. \( t \in [0, \pi] \), \( f(t, u) + L(t)u \) is nondecreasing in \( u \) and

(a) for some \( k \in L^{1}(0, \pi) \), for a.e. \( t \in [0, \pi] \) and all \( u \in \mathbb{R} \),

\[ |f(t, u)| \leq k(t). \]
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(b) \[ \lim_{|u| \to \infty} f(t, u) = 0 \text{ and } \liminf_{|u| \to \infty} uf(t, u) \geq m > 0 \text{ uniformly in } t. \]

Then there exist \( s_0 < 0 < s_1 \) such that

(i) if \( s \notin [s_0, s_1] \), the problem (4.1) has no solution;
(ii) if \( s \in [s_0, s_1] \), the problem (4.1) has at least one solution;
(iii) if \( s \in [s_0, s_1] \setminus \{0\} \), the problem (4.1) has at least two ordered solutions.

Proof: Define \( s_0 \) and \( s_1 \) from Theorem 4.2. Let \( s^* \in ]0, s_1[ \). A similar argument holds if \( s^* \in ]s_0, 0[ \).

Part 1 – Construction of a strict lower solution. The problem (4.1) with \( s = a \in ]s^*, s_1[ \) has a solution \( u_a \) which is such that

\[
\begin{align*}
\varphi_a'' + u_a + f(t, u_a) - s^* \varphi(t) - \tilde{p}(t) &= (a - s^*) \varphi(t) > 0, \\
\varphi_a(0) &= 0, \quad \varphi_a(\pi) = 0.
\end{align*}
\]

From Proposition III-2.7, \( u_a \) is a strict \( W^{2,1} \)-lower solution of (4.1) with \( s = s^* \).

Part 2 – Construction of upper solutions. Let us choose \( R > 0 \) large enough so that for a.e. \( t \in [0, \pi] \) and all \( u \geq R \),

\[ |f(t, u)| \leq \frac{s^*}{2\sqrt{2\pi}}. \]

Next, we pick \( \delta > 0 \) small enough so that

\[ \sqrt{\frac{2}{\pi}} \left[ \int_0^\delta k(t) dt + \int_{\pi-\delta}^\pi k(t) dt \right] < \frac{s^*}{2}. \]

Recall that there exists \( K > 0 \) so that for any \( \bar{u} \), the solution \( \tilde{u} \) of (4.2) satisfies \( |\tilde{u}(t)| \leq K \varphi(t) \). Hence we can find \( \bar{u} \) large enough so that \( \bar{u} \varphi(t) + \tilde{u}(t) \geq R \) on \( [\delta, \pi - \delta] \) and \( \bar{u} \varphi + \tilde{u} > u_a \), where \( \bar{u} \) is the corresponding solution of (4.2). Then, we have

\[
r = \int_0^\pi f(t, u(t)) \varphi(t) dt \\
< \sqrt{\frac{2}{\pi}} \left[ \int_0^\delta k(t) dt + \int_{\pi-\delta}^\pi \frac{s^*}{2\sqrt{2\pi}} dt + \int_{\pi-\delta}^{\pi} k(t) dt \right] < s^*.
\]

The function \( u_1 = \bar{u} + \bar{u} \varphi \) is a solution of (4.1) with \( s = r \), i.e. it is a \( W^{2,1} \)-upper solution of (4.1) with \( s = s^* \) such that \( u_a < u_1 \).

From the same argument but with \( \bar{u} \) small enough, we obtain a \( W^{2,1} \)-upper solution \( u_2 \) such that \( u_2 < u_a \).
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Problem 4.1 Prove the following result.

Let \( s \in \mathbb{R} \) and \( \bar{p} \in \tilde{L}^1(0, \pi) \). Assume that \( f \) is an \( L^1 \)-Carathéodory function such that, for some \( k \in L^\infty(0, \pi) \), for a.e. \( t \in [0, \pi] \) and all \( u \in \mathbb{R} \),

\[
|f(t, u)| \leq k(t).
\]

Assume further that for some \( \mu \in [1, 2[ \)

\[
\lim_{|u| \to \infty} |u|^{\mu - 1} f(t, u) = 0 \quad \text{and} \quad \liminf_{|u| \to \infty} |u|^{\mu} f(t, u) \geq m > 0
\]

uniformly in \( t \).

Then there exist \( s_0 < 0 < s_1 \) such that

(i) if \( s \not\in [s_0, s_1] \), the problem (4.1) has no solution;
(ii) if \( s \in [s_0, s_1] \), the problem (4.1) has at least one solution.

If moreover, for some \( L \in L^1(0, \pi; \mathbb{R}^+) \) and for a.e. \( t \in [0, \pi] \), \( f(t, u) + L(t)u \) is nondecreasing in \( u \) then,

(iii) if \( s \in [s_0, s_1 \setminus \{0\} \), the problem (4.1) has at least two solutions.

Hint: Combine the ideas of Theorems 4.2, 4.3 and VII-5.3.

In the preceding theorems, resonance is avoided with a restoring force \( f(t, u) \) depending on the position \( u \). A similar result holds for a system with a nonlinearity that depends only on the derivative. More precisely, we consider the boundary value problem

\[
\begin{align*}
\dddot{u} + u + g(u') &= s(t) + \bar{p}(t), \\
\ddot{u}(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]

where \( g \) is a continuous function in \( \mathbb{R} \) and \( \bar{p} \in \tilde{L}^1(0, \pi) \). The following theorem gives conditions so that the structure of the solution set is described by figure 5, where \( l \) is 0.

Theorem 4.4  Let \( g: \mathbb{R} \to \mathbb{R} \) be locally Lipschitz continuous and such that the limits \( g(-\infty) \) and \( g(+\infty) \) exist and are finite. Let \( s \in \mathbb{R} \) and \( \bar{p} \in \tilde{L}^1(0, \pi) \).

Then there exists real numbers \( s_0 = s_0(\bar{p}, g) \leq s_1 = s_1(\bar{p}, g) \) such that

\[
l := \sqrt{\frac{2}{\pi}} (g(-\infty) + g(+\infty)) \in [s_0, s_1]
\]

and problem (4.3) has

(i) no solution if \( s \not\in [s_0, s_1] \);
(ii) at least one solution if \( s \in [s_0, s_1 \setminus \{l\} \) or \( s = s_0 = s_1 \);
(iii) at least two ordered solutions \( u_1 \) and \( u_2 \) if \( s \in [s_0, s_1 \setminus \{l\} \).
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Fig. 5: generic examples of Theorem 4.4

To prove this theorem, we shall use the following lemma which shows that \( v \) takes negative values arbitrarily near \( t = 0 \).

**Lemma 4.5** Let \( m \in L^1(0, a) \) and \( v \in W^{2,1}(0, a) \) satisfy

(a) \( v'' + m(t)v' + v < 0 \) in \( ]0, a[ \),

(b) \( v(0) = 0 \), \( v'(0) = 0 \).

Then there exists \( a_1 \in ]0, a[ \) such that \( v(a_1) < 0 \).

**Proof:** Suppose that \( v \geq 0 \) in \( ]0, a[ \). Let \( M(t) = \int_0^t m(s) \, ds \). Assumption (a) can be written

\[
(v'(t) \exp M(t))' + v(t) \exp M(t) < 0 \quad \text{in } ]0, a[,
\]

and \( v'(t) \exp M(t) \) is strictly decreasing in \( ]0, a[ \). From (b) we infer that \( v < 0 \) in \( ]0, a[ \), a contradiction. \[ \]

**Proof of Theorem 4.4:** First we note that without loss of generality we can suppose \( l = 0 \), i.e. \( g(-\infty) + g(+\infty) = 0 \). In fact, replacing \( g, \tilde{p} \) and \( s \) by \( h(v) := g(v) - \frac{1}{2} \sqrt{\frac{\pi}{2}} l, \tilde{q}(t) = \tilde{p}(t) - \frac{1}{2} \sqrt{\frac{\pi}{2}} \tilde{l}(t) \) and \( r = s - \frac{1}{2} \sqrt{\frac{\pi}{2}} \bar{l} \), where \( l = \tilde{l}(t) + \bar{l}(t) \), we obtain an equivalent problem that satisfy the same assumptions that (4.3) with \( l = 0 \). Henceforth, from now on we assume this condition.

**Claim 1** – There exists \( s^* \) such that problem (4.3), with \( s = s^* \), has at least one solution. We proceed as in Remark 4.1. The equivalent of (4.2) is

\[
\begin{align*}
    u'' + u &= \tilde{p} - Qg(a\varphi' + u'), \\
    u(0) &= 0, \quad u(\pi) = 0, \quad \bar{u} = 0
\end{align*}
\]

(4.5)

which can be written as a fixed point problem

\[
u = \tilde{T}_a u := M(\tilde{p} - Qg(a\varphi' + u')),
\]
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to which Schauder’s Theorem applies. There exists $K > 0$ so that given any $a \in \mathbb{R}$, the problem (4.5) has a solution $\tilde{u}_a$ with $\|\tilde{u}_a\|_{C^1} \leq K$ and the function $u = \tilde{u}_a + a\phi$ solves (4.3), with $s = s^* := \int_0^\pi g(a\phi'(r) + \tilde{u}_a'(r))\varphi(r) \, dr$.

Claim 2 – (i) holds. If $u$ is a solution of (4.3),

$$|s| = \left| \int_0^\pi g(u'(t))\varphi(t) \, dt \right|$$

is bounded and we can define $s_0 := \inf \{s \mid (4.3) \text{ has a solution} \}$ and $s_1 := \sup \{s \mid (4.3) \text{ has a solution} \}$. Hence, assertion (i) is satisfied.

Claim 3 – $l = 0 \in [s_0, s_1]$. Using Lebesgue’s Theorem and the uniform bound on $\|\tilde{u}_a\|_{C^1}$, we have

$$\lim_{a \to \infty} \int_0^\pi g(a\phi'(r) + \tilde{u}_a'(r))\varphi(r) \, dr = 0.$$ 

Hence, choosing $a$ sufficiently large, we obtain numbers

$$s := \int_0^\pi g(a\phi'(r) + \tilde{u}_a'(r))\varphi(r) \, dr$$

arbitrarily small such that (4.3) has a solution, i.e. $s \in [s_0, s_1]$. Going to the limit we have $l = 0 \in [s_0, s_1]$.

Claim 4 – If $s \in [s_0, s_1]$, the problem (4.1) has at least one solution. Let $s \in [s_0, s_1]$. As in Step 3 of the proof of Theorem 4.1 it is easy to build lower and upper solutions of (4.3) so that the claim follows from Corollary II-2.2 or Theorem III-3.8 according as the lower and upper solutions are well-ordered or not.

Claim 5 – For any $\epsilon > 0$ there exists $K_0 > 0$ such that if $u$ is a solution of (4.3) for some $s$ with $|s| \geq \epsilon$, then $u \in C^1$ and $u_n$ with $\|u_n\|_{C^1} \to \infty$. Write $u_n(t) = \tilde{u}_n\varphi(t) + \tilde{u}_n(t)$. As in Claim 1 we see that $\|\tilde{u}_n\|_{C^1} \leq K$. Hence $|\tilde{u}_n| \to \infty$. Also, we obtain from Lebesgue’s dominated convergence Theorem

$$\lim_{n \to \infty} \left| \int_0^\pi g(\tilde{u}_n\phi'(\tau) + \tilde{u}_n'(\tau))\varphi(\tau) \, d\tau \right| = 0,$$

i.e. $\lim_{n \to \infty} s_n = 0$, which is a contradiction.

Claim 6 – If $s \in \{s_0, s_1\} \setminus \{l\}$, the problem (4.3) has at least one solution. This follows from Claim 5 and Arzelà-Ascoli Theorem.

February 19, 2005
Claim 7 – (iii) holds. Let \( s \in ]0, s_1[ \). We build a strict lower solution \( \alpha \) as in Part 1 of Theorem 4.3, using Proposition III-2.7 together with Remark III-2.1. Then we choose \( \bar{u} \) large enough so that, if \( \tilde{u} \) is the corresponding solution of (4.5), we have for all \( t \in [0, \pi] \)
\[
|\alpha(t) - \tilde{u}(t)| \leq \bar{u}\varphi(t)
\]
and
\[
\int_0^\pi g(\pm \bar{u}\varphi'(t) + \bar{u}'(t))\varphi(t)\,dt < s.
\]
In that way, \( \pm \bar{u}\varphi + \bar{u} \) are upper solutions of (4.3). We conclude applying Corollary II-2.2 and Theorem III-3.8.

\[\blacksquare\]

**Example 4.4** A model example is
\[
\begin{align*}
  u'' + u + \arctan u' &= s\varphi(t), \\
  u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]
which is quite different from Example 4.2 since here we have a set \( ]s_0, s_1[ \setminus \{0\} \) so that the problem has two solutions. Here \( s_0 < 0 < s_1 \) as follows from Proposition 4.6 below.

**Example 4.5** Notice also that Theorem 4.4 can be applied to the resonant problem
\[
\begin{align*}
  u'' + u &= s\varphi(t), \\
  u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]
which is such that \( s_0 = s_1 = l = 0 \).

The proposition that follows gives conditions that rule out the situation of the last example.

**Proposition 4.6** Assume that \( g : \mathbb{R} \to \mathbb{R} \) is of class \( \mathcal{C}^1 \), \( g(0) = 0 \), the limits \( g(-\infty) \) and \( g(+\infty) \) exist and \( g'(0) \neq 0 \). Let \( s \in \mathbb{R} \) and \( \tilde{p} \in \check{C}([0, \pi]) \). Then there exists \( \epsilon > 0 \) such that, if \( \|\tilde{p}\|_{\infty} < \epsilon \), we have \( s_0(\tilde{p}, g) < 0 < s_1(\tilde{p}, g) \).

**Proof:** The mapping \( F : \mathcal{C}^2([0, \pi]) \cap \check{C}^1([0, \pi]) \to \mathcal{C}([0, \pi]), \ u \mapsto u'' + u + g(u') \) is differentiable at \( u = 0 \). Since the problem
\[
\begin{align*}
  v'' + v + cv' &= 0, \\
  v(0) &= 0, \quad v(\pi) = 0
\end{align*}
\]
where \( c \) is a nonzero constant, has only the trivial solution, it follows that \( F'(0) \) is an isomorphism. Hence, by the inverse mapping Theorem, the range of \( F \) contains an open ball centered at the origin and we can conclude.

\[\blacksquare\]
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4. Strong resonance problems

We can also have \( l \) that coincide with one of the values \( s_0 \) or \( s_1 \) as in the following proposition.

**Proposition 4.7** Let \( \tilde{\rho} \in \tilde{L}^1(0, \pi) \) and \( g : \mathbb{R} \to \mathbb{R} \) be locally Lipschitz continuous such that the limits \( g(-\infty) \) and \( g(+\infty) \) exist and are finite. Assume that for all \( v \in \mathbb{R} \)

\[
g(v) < g(-\infty) = g(+\infty).
\]

Then we have \( s_0(\tilde{\rho}, g) < s_1(\tilde{\rho}, g) = l = 2\sqrt{\frac{2}{\pi}} g(+\infty). \)

**Proof:** Notice that any solution \( u \) of (4.3) is such that

\[
s = \int_0^\pi g(u'(t))\varphi(t) dt < 2\sqrt{\frac{2}{\pi}} g(+\infty).
\]

From Claim 1 of the proof of Theorem 4.4, we know there exists a solution \( u \) of (4.3) for some value of \( s \) and the claim follows. \( \blacksquare \)
Chapter VII

Resonance and Nonresonance

1 A periodic nonresonant problem

Consider the problem

$$
\begin{align*}
    u'' + f(t, u) &= h(t), \\
    u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
$$

(1.1)

Our first result considers a nonlinearity with an asymptotic slope under the first eigenvalue.

**Theorem 1.1** Let $h \in L^1(a, b)$. Assume $f$ satisfies an $L^1$-Carathéodory condition and

$$
    \limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq \gamma(t) \not\leq 0 \quad \text{uniformly in } t \in [a, b],
$$

where $\gamma \in L^1(a, b)$.

Then the periodic problem (1.1) has at least one solution.

**Proof:** Let $\lambda_1$ be the first eigenvalue of the problem

$$
\begin{align*}
    u'' + \gamma(t) u + \lambda u &= 0, \\
    u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
$$

It is known (see Proposition A-3.9) that the corresponding eigenfunction $\varphi_1$ can be chosen positive.
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Step 1 – $\lambda_1 > 0$. Observe that

$$
\lambda_1 = \min_{u \in H \setminus \{0\}} \frac{\int_a^b (u'^2 - \gamma u^2) \,dt}{\int_a^b u^2 \,dt} \geq 0,
$$

where $H = \{u \in H^1(a, b) \mid u(a) = u(b)\}$ (see Theorem A-3.7). If $\lambda_1 = 0$, we compute

$$
0 = \int_a^b (\varphi_1''(t) + \gamma(t) \varphi_1(t)) \,dt = \int_a^b \gamma(t) \varphi_1(t) \,dt.
$$

This contradicts the fact that $\gamma(t) \varphi_1(t) < 0$ on a set of positive measure.

Step 2 – Construction of an upper solution. Let $\psi$ be the solution of the boundary value problem

$$
\psi'' + (\gamma(t) + \frac{\lambda_1}{2}) \psi = -1, \\
\psi(a) = \psi(b), \quad \psi'(a) = \psi'(b).
$$

We deduce from the maximum principle, Theorem A-5.3, that $\psi(t) > 0$ on $[a, b]$.

By hypothesis, there exists $r \in L^1(a, b)$ such that, for all $u \geq 0$ and a.e. $t \in [a, b],

$$
f(t, u) \leq (\gamma(t) + \frac{\lambda_1}{2}) u + r(t).
$$

Let $w$ be the solution of

$$
w'' + (\gamma(t) + \frac{\lambda_1}{2}) w + r(t) - h(t) = 0, \\
w(a) = w(b), \quad w'(a) = w'(b).
$$

If $k$ is large enough, the function $\beta(t) = w(t) + k \psi(t)$ is a positive upper solution of (1.1).

Step 3 – Conclusion. In the same way we construct a negative lower solution $\alpha \leq 0$ and the claim follows from Theorem I-3.1.

Notice that we can always choose $\gamma \in L^\infty(a, b)$ since $\max\{\gamma, -1\}$ satisfies also the assumptions. Moreover, we can generalize this result using functions $\gamma$ that can take positive values provided these are not too large. For such functions, we define $\gamma^+(t) = \max(\gamma(t), 0)$ and $\gamma^-(t) = \max(-\gamma(t), 0)$.

**Theorem 1.2** Let $h \in L^1(a, b)$. Assume $f$ satisfies an $L^1$-Carathéodory condition and

$$
\limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq \gamma(t) \quad \text{uniformly in } t \in [a, b],
$$
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where $\gamma \in L^1(a, b)$ is such that

$$\|\gamma^+\|_{L^1} < \frac{3}{b-a} \quad \text{and} \quad \|\gamma^+\|_{L^1} - (1 - \sqrt{\frac{b-a}{3}} \|\gamma^+\|_{L^1}^{1/2})^2 \|\gamma^-\|_{L^1} < 0.$$ 

Then the periodic problem (1.1) has at least one solution.

Proof: Define $\lambda_1$ to be the first eigenvalue of the eigenvalue problem

$$u'' + \gamma(t)u + \lambda u = 0, \quad u(a) = u(b), \quad u'(a) = u'(b),$$

and $\varphi_1$ the corresponding eigenfunction which can be chosen positive (see Proposition A-3.9).

Step 1 – $\lambda_1 > 0$. Let us prove that for all $u \in H^1(a, b), u \not\equiv 0, u(a) = u(b),$

$$\int_a^b [u'^2(t) - \gamma(t)u^2(t)]dt > 0.$$ 

Otherwise, there exists $u \not\equiv 0$ such that

$$\int_a^b u'^2(t) dt \leq \int_a^b \gamma(t)u^2(t) dt \quad (1.2)$$

and

$$\|u'\|_{L^2} \leq \|u\|_{\infty} \|\gamma^+\|_{L^1}.$$ 

Let us write $u(t) = \bar{u} + \tilde{u}(t)$, where $\bar{u} = \frac{1}{b-a} \int_a^b u(t) dt$. We have

$$\|\bar{u}\|_{\infty} \leq c \|u'\|_{L^2} \leq c \|u\|_{\infty} \|\gamma^+\|_{L^1}^{1/2}$$

with $c = \sqrt{\frac{b-a}{12}}$ (see Proposition A-4.1) and

$$|u(t)| \geq |\bar{u} - |\bar{u}(t)| \geq \|u\|_{\infty} - \|\bar{u}\|_{\infty} - |\bar{u}(t)| \geq \|u\|_{\infty} - 2\|\bar{u}\|_{\infty} \geq \|u\|_{\infty}(1 - 2c \|\gamma^+\|_{L^1}^{1/2}).$$

It follows now that

$$\int_a^b \gamma(t)u^2(t)dt = \int_a^b \gamma^+(t)u^2(t)dt - \int_a^b \gamma^-(t)u^2(t)dt \leq \|u\|_{\infty}^2 \left[ \|\gamma^+\|_{L^1} - (1 - 2c \|\gamma^+\|_{L^1}^{1/2})^2 \|\gamma^-\|_{L^1} \right] < 0$$

and we have a contradiction with (1.2).
Step 2 – Construction of an upper solution. Notice first that there exists \( r > 0 \) such that, for all \( u \geq r \) and a.e. \( t \in [a, b] \),
\[
f(t, u) \leq (\gamma(t) + \frac{\lambda_1}{2}) u.
\]
Define \( w \) to be the solution of
\[
w'' + (\gamma(t) + \frac{\lambda_1}{2}) w - h(t) = 0,
\]
\[
w(a) = w(b), \quad w'(a) = w'(b).
\]
Then for \( k > 0 \) large enough, \( \beta(t) = w(t) + k\varphi_1(t) \geq r \) is an upper solution.

Step 3 – Conclusion. In the same way, we construct a negative lower solution and we conclude from Theorem I-3.1.

We can obtain similar results for a nonlinearity with asymptotic slope between the first and the second eigenvalue.

**Theorem 1.3** Let \( h \in L^1(a, b) \). Assume \( f \) satisfies an \( L^1 \)-Carathéodory condition and
\[
\frac{\gamma_1(t)}{|u|} \leq \frac{f(t, u)}{|u|} \leq \frac{\gamma_2(t)}{|u|} \text{ uniformly in } t \in [a, b],
\]
where \( \gamma_1 \) and \( \gamma_2 \in L^1(a, b) \) are such that
\[
\int_a^b \gamma_1(t) dt \geq 0, \quad \gamma_1 \neq 0 \quad \text{and} \quad \gamma_2(t) \leq \frac{2\pi}{b-a}^2.
\]

Then the periodic problem (1.1) has at least one solution.

Proof: Let \( \lambda_i \) be the i-th eigenvalue of
\[
u'' + \gamma_1(t) u + \lambda u = 0,
\]
\[
u(a) = u(b), \quad u'(a) = u'(b),
\]
and let \( \varphi_1 > 0 \) be an eigenfunction corresponding to \( \lambda_1 \) (see Proposition A-3.9).

Step 1 – \( \lambda_1 < 0 \). Recall that (see Theorem A-3.7)
\[
\lambda_1 = \min_{u \in H \backslash \{0\}} \Phi(u),
\]
where
\[
\Phi(u) = \frac{\int_a^b (u''^2 - \gamma_1 u^2) dt}{\int_a^b u^2 dt} \quad \text{and} \quad H = \{ u \in H^1(a, b) \mid u(a) = u(b) \}.
\]
It follows that \( \lambda_1 \leq \Phi(1) = -\frac{1}{b-a} \int_a^b \gamma_1(t) dt \leq 0 \). If \( \lambda_1 = 0 \), we have \( \Phi(1) = 0 \) which implies we can choose \( \varphi_1(t) = 1 \) (see Proposition A-3.11).

Hence the equation satisfied by \( \varphi_1 \) implies \( \gamma_1 = 0 \), which contradicts the assumptions.

February 19, 2005
Step 2 - Construction of lower and upper solutions. Let \( \lambda \in ]\lambda_1, \min\{0, \lambda_2]\)\. It follows from the assumptions that for some \( r > 0 \) and all \( u \geq r \), \( f(t, u) \geq (\gamma_1 + \lambda)u \). Define next \( w \) to be the solution of
\[
 w'' + (\gamma_1(t) + \lambda)w - h(t) = 0, \\
 w(a) = w(b), \quad w'(a) = w'(b).
\]
Then for \( k > 0 \) large enough, \( \alpha(t) = w(t) + k\varphi_1(t) \geq r \) is a lower solution.

In the same way, we construct an upper solution \( \beta \leq -r \).

Step 3 - Conclusion. Proposition III-3.4 proves that nontrivial solutions of the problem
\[
 u'' + p(t)u^+ - q(t)u^- = 0, \\
 u(a) = u(b), \quad u'(a) = u'(b),
\]
do not have zeros if \( \gamma_1 \leq p \leq \gamma_2 \) and \( \gamma_1 \leq q \leq \gamma_2 \). The claim follows now from Theorem III-3.3.

2 Resonance conditions for the periodic problem

Consider the periodic problem (1.1) and notice that by adding a constant to both the functions \( f(t, u) \) and \( h(t) \), we can suppose that
\[
 \int_a^b h(t) \, dt = 0.
\]

A first result concerns a nonlinearity with asymptotic slope on the left of the first eigenvalue.

**Theorem 2.1** Let \( h \in L^1(a, b) \) be such that \( \int_a^b h(t) \, dt = 0 \). Assume \( f \) satisfies an \( L^1 \)-Carathéodory condition and
(a) there exist \( s_+ \in \mathbb{R} \) and \( f_+ \in L^1(a, b) \) such that
\[
 f(t, u) \leq f_+(t) \quad \text{if} \quad u \geq s_+
\]
and
\[
 \int_a^b f_+(t) \, dt \leq 0;
\]
(b) there exist \( s_- \in \mathbb{R} \) and \( f_- \in L^1(a, b) \) such that
\[
 f(t, u) \geq f_-(t) \quad \text{if} \quad u \leq s_-
\]
and
\[
 \int_a^b f_-(t) \, dt \geq 0.
\]
Then the periodic problem (1.1) has at least one solution.
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Proof: To build a lower solution $\alpha$, we consider the solution $w$ of
\[
\begin{align*}
w'' + (\tilde{f} - h)\%(t) &= 0, \\
w(a) &= w(b), \quad w'(a) = w'(b),
\end{align*}
\]
with $\int_a^b w(t) \, dt = 0$. Then for $k$ large enough, $\alpha(t) = -k + w(t)$ is a lower solution. In the same way we construct an upper solution $\beta > \alpha$ and the theorem follows from Theorem I-3.1.

The next result considers a nonlinearity with asymptotic slope between the two first eigenvalues.

**Theorem 2.2** Let $h \in L^1(a, b)$ be such that $\int_a^b h(t) \, dt = 0$. Assume $f$ satisfies an $L^1$-Carathéodory condition and
(a) there exist $s_+ \in \mathbb{R}$, $f_+ \in L^1(a, b)$ such that, if $u \geq s_+$ we have
\[
f(t, u) \geq f_+(t)
\]
and
\[
\int_a^b f_+(t) \, dt \geq 0;
\]
(b) there exist $s_- \in \mathbb{R}$, $f_- \in L^1(a, b)$ such that, if $u \leq s_-$ we have
\[
f(t, u) \leq f_-(t)
\]
and
\[
\int_a^b f_-(t) \, dt \leq 0;
\]
(c) \(\limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq \left(\frac{2\pi}{b-a}\right)^2\) uniformly in $t$.

Then the periodic problem (1.1) has at least one solution.

Proof: The argument of the proof of Theorem 2.1 gives lower and upper solutions $\alpha$ and $\beta$ such that $\alpha > \beta$. We conclude then as in Step 3 of Theorem 1.3.

Another type of result uses a monotone nonlinearity.

**Theorem 2.3** Let $h \in L^1(a, b)$ be such that $\int_a^b h(t) \, dt = 0$ and $f$ be a continuous, nonincreasing function. Then the problem
\[
\begin{align*}
u'' + f(u) &= h(t), \\
u(a) &= u(b), \quad u'(a) = u'(b),
\end{align*}
\]
has at least one solution if and only if $0 \in \text{Im}(f)$. 
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3. A nonresonant Dirichlet problem

Proof: The sufficient part of the claim can be deduced from Theorem 2.1. The necessary condition follows by direct integration of the equation.

3 A nonresonant Dirichlet problem

Consider the Dirichlet problem
\[ u'' + u + f(t, u) = h(t), \]
\[ u(0) = 0, \quad u(\pi) = 0. \]  

(3.1)

The first results consider a nonlinearity with asymptotic slope on the left of the first eigenvalue.

Theorem 3.1 Let \( h \in L^1(0, \pi) \). Assume \( f \) satisfies an \( L^1 \)-Carathéodory condition and there exists \( \gamma \in L^1(0, \pi) \) such that
\[ \limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq \gamma(t) \leq 0 \] uniformly in \( t \).

Then the Dirichlet problem (3.1) has at least one solution.

Proof: Let \( \lambda_1 \) be the first eigenvalue of the problem
\[ u'' + (1 + \gamma(t)) u + \lambda u = 0, \]
\[ u(0) = 0, \quad u(\pi) = 0. \]

Arguing as in the proof of Theorem 1.1 and using Theorem A-3.2 we see that \( \lambda_1 > 0 \). Hence, we can find a function \( \psi(t) > 0 \) on \([0, \pi]\) such that
\[ \psi'' + (1 + \gamma(t) + \frac{\lambda_1}{2}) \psi = 0. \]

By hypothesis, there exists \( a \in L^1(0, \pi) \) such that, for all \( u \geq 0 \) and a.e. \( t \in [0, \pi] \),
\[ f(t, u) \leq (\gamma(t) + \frac{\lambda_1}{2}) u + a(t). \]

Let \( w \) be the solution of
\[ w'' + (1 + \gamma(t) + \frac{\lambda_1}{2}) w + a(t) - h(t) = 0, \]
\[ w(0) = 0, \quad w(\pi) = 0. \]

If \( B \) is large enough, the function \( \beta(t) = w(t) + B \psi(t) \) is a positive upper solution.

In the same way we construct a lower solution \( \alpha \leq 0 \) and the theorem follows from Theorem II-2.4.

February 19, 2005
If the variables $u$ and $t$ separate as in
\[ u'' + u + f(u) = h(t), \]
\[ u(0) = 0, \quad u(\pi) = 0, \]
we can use conditions on the potential $F(u) = \int_0^u f(s) \, ds$.

**Theorem 3.2** Let $h \in L^\infty(0, \pi)$. Assume $f \in C(\mathbb{R})$ is such that
\[ \liminf_{u \to +\infty} \frac{F(u)}{u^2} < 0 \quad \text{and} \quad \liminf_{u \to -\infty} \frac{F(u)}{u^2} < 0, \]
where $F(u) = \int_0^u f(s) \, ds$.

Then the problem (3.2) has at least one solution.

**Proof : Claim** – There exists a nonnegative upper solution of (3.2). In case $u + f(u)$ is unbounded from below on $\mathbb{R}^+$ we choose $\beta \in \mathbb{R}^+$ such that $\beta + f(\beta) \leq -\|h\|_\infty$. The constant function $\beta$ verifies the claim.

Assume next $u + f(u)$ is bounded from below on $\mathbb{R}^+$ and consider the equation
\[ u'' + u + f(u) + M = 0, \quad (3.3) \]
where $M \geq \|h\|_\infty$ and $u + f(u) + M \geq 1$ on $\mathbb{R}^+$. We deduce from the assumptions that there exist a sequence $(v_n)_n$ and $\epsilon > 0$ such that $v_n \to +\infty$ and $F(v_n) \leq -\epsilon v_n^2$. Define $V(u) = \frac{1}{2}u^2 + F(u) + Mu$ and notice that the sequence $(\frac{(1-\epsilon)}{2}v_n^2 - V(v_n))_n$ goes to infinity with $n$ since
\[ \frac{(1-\epsilon)}{2}v_n^2 - V(v_n) \geq \frac{\epsilon}{2}v_n^2 - Mv_n. \]

Therefore, we can find $u_0 > 0$ such that $V'(u_0) = u_0 + f(u_0) + M \geq 1$ and for all $u \in [0, u_0]$
\[ \frac{(1-\epsilon)}{2}u^2 - V(u) \leq \frac{(1-\epsilon)}{2}u_0^2 - V(u_0). \]

Consider now the solution $\beta$ of (3.3) such that $\beta(\pi/2) = u_0, \beta'(\pi/2) = 0$, whose energy is $E = V(u_0)$. This solution cannot take the value zero on the interval $[\frac{\pi}{2} - T, \frac{\pi}{2} + T]$, where
\[ T = \frac{1}{\sqrt{2}} \int_0^{u_0} \frac{du}{\sqrt{V(u_0) - V(u)}} \geq \frac{1}{\sqrt{1-\epsilon}} \int_0^{u_0} \frac{du}{\sqrt{u_0^2 - u^2}} = \frac{\pi}{2\sqrt{1-\epsilon}} > \frac{\pi}{2}. \]

The claim follows.
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Conclusion – In a similar way we build a negative lower solution and the theorem follows from Theorem II-2.4.

Example 3.1 Consider the problem (3.2) where

\[ f(u) = u \sin(\ln(u^2 + 1)) + \frac{u^3}{u^2 + 1} \cos(\ln(u^2 + 1)). \]  

(3.4)

Theorem 3.1 does not apply since

\[ \limsup_{|u| \to \infty} \frac{f(u)}{u} = \sqrt{2}. \]

However, we compute \( F(u) = \frac{u^2}{\pi^2} \sin(\ln(u^2 + 1)) \) and

\[ \liminf_{u \to +\infty} \frac{F(u)}{u^2} = -\frac{1}{2} \quad \text{and} \quad \liminf_{u \to -\infty} \frac{F(u)}{u^2} = -\frac{1}{2}, \]

so that existence follows from Theorem 3.2.

The next result considers a nonlinearity with asymptotic slope between the first and the second eigenvalue.

**Theorem 3.3** Let \( h \in L^1(0, \pi) \). Assume \( f \) satisfies an \( L^1 \)-Carathéodory condition and

\[ \gamma_1(t) \leq \liminf_{|u| \to \infty} \frac{f(t, u)}{u} \leq \limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq \gamma_2(t) \]

uniformly in \( t \in [0, \pi] \),

where \( \gamma_1 \) and \( \gamma_2 \) are such that

\[ \int_0^\pi \gamma_1(t) \sin^2 t \, dt \geq 0, \quad \gamma_1 \neq 0 \quad \text{and} \quad \gamma_2(t) \leq 3. \]

Then the Dirichlet problem (3.1) has at least one solution.

**Proof:** Consider the eigenvalue problem

\[ u'' + (1 + \gamma_1(t))u + \lambda u = 0, \]

\[ u(0) = 0, \quad u(\pi) = 0. \]

We prove as in the proof of Theorem 1.3 and using Theorem A-3.2 that its first eigenvalue \( \lambda_1 \) is negative.
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Next, we fix some \( \lambda \in [\lambda_1, \min\{0, \lambda_2\}] \). By assumption, there exists \( k \in L^1(0, \pi) \) so that for all \( u \geq 0 \) and a.e. \( t \in [0, \pi] \) we have \( f(t, u) \geq -k(t) + (\gamma_1(t) + \lambda)u \).

At last, we define \( w \) to be the solution of
\[
\begin{align*}
\frac{d^2 w}{dt^2} + (1 + \gamma_1(t) + \lambda)w - k(t) - h(t) &= 0, \\
w(a) &= 0, \quad w(b) = 0.
\end{align*}
\]

As the first eigenfunction \( \varphi_1 \) can be chosen positive (see Proposition A-3.4), we can choose \( A > 0 \) large enough so that \( \alpha(t) = w(t) + A\varphi_1(t) \geq 0 \) is a lower solution.

In the same way, we construct an upper solution \( \beta \leq 0 \) and the theorem follows from Theorem III-3.9 and the equivalent of Proposition III-3.4 for the Dirichlet problem.

We can write an analog of Theorem 3.2 in case the nonlinearity has an asymptotic slope between the first and the second eigenvalue.

**Theorem 3.4** Let \( h \in L^\infty(0, \pi) \). Assume \( f \in C(\mathbb{R}) \) is such that
\[
\limsup_{u \to +\infty} \frac{F(u)}{u} > 0 \quad \text{and} \quad \limsup_{u \to -\infty} \frac{F(u)}{u^2} > 0,
\]
where \( F(u) = \int_0^u f(s) \, ds \) and
\[
\limsup_{|u| \to \infty} \frac{f(u)}{u} < 3. \tag{3.5}
\]

Then the problem (3.2) has at least one solution.

**Proof:** We deduce from the assumptions that there exist a sequence \((v_n)_n\) and \( \epsilon > 0 \) such that \( v_n \to +\infty \) and \( F(v_n) \geq \epsilon v_n^2 \). Define \( V(u) = \frac{1}{2} u^2 + F(u) - \|h\|_\infty u \) and notice that the sequence \((\frac{1+\epsilon}{2} v_n^2 - V(v_n))_n\) goes to \(-\infty\) with \( n \) since
\[
\frac{(1+\epsilon)}{2} v_n^2 - V(v_n) \leq -\frac{\epsilon}{2} v_n^2 + \|h\|_\infty v_n.
\]
Therefore, we can find \( u_0 > 0 \) which is such that for all \( u \in [0, u_0] \)
\[
\frac{(1+\epsilon)}{2} u^2 - V(u) \geq \frac{(1+\epsilon)}{2} u_0^2 - V(u_0).
\]
Observe that \( V(u) < V(u_0) \) for all \( u \in [0, u_0] \) and then \( V'(u_0) = u_0 + f(u_0) - \|h\|_\infty \geq 0 \). Consider now the solution \( w \) of
\[
\begin{align*}
\frac{d^2 w}{dt^2} + w + f(w) - \|h\|_\infty &= 0, \\
w(0) &= u_0, \quad w'(0) = 0.
\end{align*}
\]
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There exists $T > 0$ such that $w(t) > 0$ on $[0, T]$, $w(T) = 0$ and $w'(t) < 0$ on $]0, T[$. We compute then

$$
T = \frac{1}{\sqrt{2}} \int_0^{u_0} \frac{du}{\sqrt{V(u_0) - V(u)}} \leq \frac{1}{\sqrt{1 + \epsilon}} \int_0^{u_0} \frac{du}{\sqrt{u_0^2 - u^2}} = \frac{\pi}{2\sqrt{1 + \epsilon}} < \frac{\pi}{2}.
$$

Hence, the function

$$
\alpha(t) = w(T - t), \quad \text{if } t \in [0, T],
\alpha(t) = u_0, \quad \text{if } t \in [T, \pi - T],
\alpha(t) = w(t - \pi + T), \quad \text{if } t \in [\pi - T, \pi],
$$

is a nonnegative lower solution of (3.2).

In the same way, we build a nonpositive upper solution $\beta$. If $u + f(u)$ is unbounded from below for $u \to +\infty$, the problem (3.2) has an upper solution $\overline{\beta} > \alpha$ and the result follows from Theorem II-2.4. We work in the same way the case $u + f(u)$ unbounded from above for $u \to -\infty$. Hence we can assume

$$
\liminf_{|u| \to +\infty} \frac{u + f(u) - h(t)}{u} \geq 0
$$

and we conclude by Theorem III-3.9 and the equivalent of Proposition III-3.4 for the Dirichlet problem.

**Example 3.2** Consider again the problem (3.2) with $f$ defined in (3.4). We know that existence of a solution follows from Theorem 3.2. We can also apply Theorem 3.4 so that existence follows both from a nonresonance result on the left and on the right of the first eigenvalue.

**Exercise 3.1** Prove, using the Three Solutions Theorem (Theorem III-2.11), that problem (3.2) with $f$ defined in (3.4) and $h \in L^\infty(0, \pi)$ has at least three solutions.

We can generalize the above theorem, replacing (3.5) by a condition on the potential.

**Exercise 3.2** Let $h \in L^\infty(0, \pi)$. Assume $f \in C(\mathbb{R})$ is such that

$$
\limsup_{u \to +\infty} \frac{F(u)}{u^2} > 0 \quad \text{and} \quad \limsup_{u \to -\infty} \frac{F(u)}{u^2} > 0,
$$
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where \( F(u) = \int_0^u f(s) \, ds \), and for some \( \mu, \nu \) such that \( \frac{1}{\sqrt{\mu + 1}} + \frac{1}{\sqrt{\nu + 1}} = 1 \),

\[
\limsup_{u \to +\infty} \frac{f(u)}{u} \leq \mu \quad \text{and} \quad \liminf_{u \to -\infty} \frac{f(u)}{u} \leq \nu,
\]

\[
\limsup_{u \to +\infty} \frac{2F(u)}{u^2} < \mu \quad \text{and} \quad \liminf_{u \to -\infty} \frac{2F(u)}{u^2} < \nu.
\]

Prove then that the problem (3.2) has at least one solution.

**Hint:** See Exercise III-3.3 or [78].

Our last result concerns the problem

\[
\begin{align*}
  u'' + (1 + \gamma(t))u + f(t, u) &= h(t), \\
  u(0) &= 0, \\
  u(\pi) &= 0,
\end{align*}
\]

(3.6)

where the nonlinearity \( f(t, u) \) is monotone.

**Theorem 3.5** Let \( h \in L^1(0, \pi) \) and \( \gamma \in L^1(0, \pi) \) be such that \( \gamma(t) \leq 0 \). Assume \( f : [0, \pi] \times \mathbb{R} \to \mathbb{R} \) satisfies an \( L^1 \)-Carathéodory condition, \( f(t, 0) \in L^\infty(0, \pi) \) and for each \( t \in [0, \pi] \), \( f(t, \cdot) \) is a nonincreasing function.

Then the Dirichlet problem (3.6) has a unique solution.

**Proof:** Compute first

\[
\limsup_{|u| \to \infty} \frac{f(t, u) + \gamma(t)u}{u} \leq \limsup_{|u| \to \infty} \frac{f(t, 0)}{u} + \gamma(t) = \gamma(t),
\]

uniformly in \( t \). Hence by Theorem 3.1 we have the existence of a solution \( u \). We only have to prove its uniqueness. Assume that \( u \) and \( v \) are two distinct solutions of (3.6) and let \( w = u - v \). From the proof of Theorem 3.1, we know \( \lambda_1 > 0 \) and we compute

\[
0 = -\int_0^\pi w'^2(s) \, ds + \int_0^\pi (1 + \gamma(s))w^2(s) \, ds \\
+ \int_0^\pi (f(s, u(s)) - f(s, v(s)))(u(s) - v(s)) \, ds \\
\leq -\lambda_1 \int_0^\pi w^2(s) \, ds + \int_0^\pi (f(s, u(s)) - f(s, v(s)))(u(s) - v(s)) \, ds < 0
\]

which is a contradiction. 
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4 Landesman-Lazer conditions for the Dirichlet problem

Consider the Dirichlet problem (3.1) and define \( \varphi(t) = \sqrt{\frac{2}{\pi}} \sin t \). As in Section 2, we can assume

\[
\int_0^\pi h(t) \varphi(t) \, dt = 0.
\]

The first results consider a nonlinearity with asymptotic slope on the left of the first eigenvalue.

**Proposition 4.1** Let \( h \in L^1(0, \pi) \) be such that \( \int_0^\pi h(t) \sin t \, dt = 0 \). Assume \( f \) is an \( L^1 \)-Carathéodory function and

(a) there exist \( s_+ \in \mathbb{R} \) and \( f_+ \in L^1(0, \pi) \) such that

\[
f(t, u) \leq f_+(t) \quad \text{if} \quad u \geq s_+ \sin t
\]

and

\[
\int_0^\pi f_+(t) \sin t \, dt \leq 0;
\]

(b) there exist \( s_- \in \mathbb{R} \) and \( f_- \in L^1(0, \pi) \) such that

\[
f(t, u) \geq f_-(t) \quad \text{if} \quad u \leq s_- \sin t
\]

and

\[
\int_0^\pi f_-(t) \sin t \, dt \geq 0.
\]

Then the Dirichlet problem (3.1) has at least one solution.

**Proof:** Let us build a lower solution \( \alpha(t) \leq s_- \sin t \). To this end, define first \( w \) to be the solution of

\[
w'' + w + f_-(t) - h(t) - \left( \int_0^\pi f_-(s) \varphi(s) \, ds \right) \varphi(t) = 0,
\]

\[
w(0) = 0, \quad w(\pi) = 0,
\]

which satisfies \( \int_0^\pi w(t) \varphi(t) \, dt = 0 \). Next we choose \( a < 0 \) small enough so that \( a \varphi(t) + w(t) \leq s_- \sin t \) and we verify that \( \alpha(t) = a \varphi(t) + w(t) \) is a lower solution.

In the same way, we construct an upper solution \( \beta(t) \geq s_+ \sin t \). As we have chosen \( \alpha(t) \leq 0 \leq \beta(t) \), we have a solution of (3.1) by application of Theorem II-2.4.

February 19, 2005
Remark 4.1 Notice that assumptions
\[ u \leq s_- < 0 \Rightarrow f(t, u) \geq f_-(t) \quad \text{and} \quad u \geq s_+ > 0 \Rightarrow f(t, u) \leq f_+(t) \]
with
\[ \int_0^\pi f_+(t) \sin t \, dt \leq 0, \quad \int_0^\pi f_-(t) \sin t \, dt \geq 0, \]
as in Theorem 2.1, are not sufficient to prove the result in Proposition 4.1. Consider for example the problem (3.1) with \( h = 0 \), \( f(t, u) = g(u) \sin t \), \( g(u) = \cos u \) if \( u \in [-\pi/2, \pi/2] \) and \( g(u) = 0 \) if \( u \notin [-\pi/2, \pi/2] \). This problem has no solution since such a solution \( u \) verifies \( \int_0^\pi g(u(t)) \sin^2 t \, dt = 0 \), which is impossible.

The following is a result in this direction.

**Theorem 4.2** Let \( h \in L^1(0, \pi) \) be such that \( \int_0^\pi h(t) \sin t \, dt = 0 \). Assume \( f \) is an \( L^1 \)-Carathéodory function, and there exist \( f_+, f_- \in L^1(0, \pi) \) such that

(a) \( \limsup_{u \to +\infty} f(t, u) \leq f_+(t) \) uniformly in \( t \) and
\[ \int_0^\pi f_+(t) \sin t \, dt < 0; \]

(b) \( \liminf_{u \to -\infty} f(t, u) \geq f_-(t) \) uniformly in \( t \) and
\[ \int_0^\pi f_-(t) \sin t \, dt > 0. \]

Then the Dirichlet problem (3.1) has at least one solution.

**Proof:** We prove that assumption (a) implies the corresponding assumption in Proposition 4.1.

Observe first that (a) implies that there exist \( r \) and \( \eta > 0 \) such that, for a.e. \( t \in [0, \pi] \) and all \( u \geq r \), we have
\[ f(t, u) \leq k_+(t) := f_+(t) + \eta \]
and
\[ \int_0^\pi k_+(t) \sin t \, dt < 0. \]
Moreover, as \( f \) satisfies an \( L^1 \)-Carathéodory condition, we have \( a_r \in L^1(0, \pi) \) so that, for a.e. \( t \in [0, \pi] \) and all \( u \geq 0 \),
\[ f(t, u) \leq |k_+(t)| + a_r(t). \]
Let \( \epsilon \) be such that
4. Landesman-Lazer conditions for the Dirichlet problem

\[ \int_0^\epsilon (|k_+(t)| + a_r(t)) \sin t \, dt + \int_\epsilon^{\pi-\epsilon} k_+(t) \sin t \, dt + \int_{\pi-\epsilon}^{\pi} (|k_+(t)| + a_r(t)) \sin t \, dt \leq 0 \]

and \( s_+ \) such that \( s_+ \sin t \geq r \) for all \( t \in [\epsilon, \pi - \epsilon] \). Then the assumption (a) of Proposition 4.1 is fulfilled with

\[ f_+(t) = k_+(t), \quad \text{if } t \in [\epsilon, \pi - \epsilon], \]

\[ = |k_+(t)| + a_r(t), \quad \text{if } t \notin [\epsilon, \pi - \epsilon]. \]

**Example 4.1** A simple example of application of the above theorem is

\[ u'' + u - \arctan u = k(t), \]

\[ u(0) = 0, \quad u(\pi) = 0, \]

where \( k = \int_0^\pi k(t) \phi(t) \, dt \in ] - \sqrt{2\pi}, \sqrt{2\pi} [ \). Here we take \( h(t) = k(t) - k\phi(t) \) and \( f(t, u) = - \arctan u - k\phi(t) \).

**Remark 4.2** Theorem 4.2 is no more true if either \( \int_0^\pi f_+(t) \sin t \, dt = 0 \) or \( \int_0^\pi f_-(t) \sin t \, dt = 0 \). Consider for example

\[ u'' + u + \exp(-u^2) = 0, \]

\[ u(0) = 0, \quad u(\pi) = 0. \]

This problem has no solution (this can be proved multiplying the equation by \( \sin t \) and integrating) but

\[ \liminf_{u \to -\infty} f(t, u) \geq f_-(t) = 0, \quad \limsup_{u \to +\infty} f(t, u) \leq f_+(t) = 0 \]

and

\[ \int_0^\pi f_+(t) \sin t \, dt = 0, \quad \int_0^\pi f_-(t) \sin t \, dt = 0. \]

Notice also that assumptions such as (a) and (b) in Proposition 4.1 or Theorem 4.2 cannot be necessary as they are essentially asymptotic. To build counter-examples, we can take any problem which has a solution and modify the equation for \( |u| \geq s \sin t \), where \( s \) is large enough, so that the assumptions (a) and (b) do not hold.

Similar results can be obtained for systems with asymptotic slope between the first and the second eigenvalues. Here we use lower and upper solutions in the reversed order.

**Proposition 4.3** Let \( h \in L^1(0, \pi) \) be such that \( \int_0^\pi h(t) \sin t \, dt = 0 \). Assume \( f \) is an \( L^1 \)-Carathéodory function and
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(a) there exist \( s_+ \in \mathbb{R} \), \( f_+ \in L^1(0, \pi) \) such that
\[
f(t, u) \geq f_+(t) \quad \text{if } u \geq s_+ \sin t
\]
and
\[
\int_0^\pi f_+(t) \sin t \, dt \geq 0;
\]
(b) there exist \( s_- \in \mathbb{R} \), \( f_- \in L^1(0, \pi) \) such that
\[
f(t, u) \leq f_-(t) \quad \text{if } u \leq s_- \sin t
\]
and
\[
\int_0^\pi f_-(t) \sin t \, dt \leq 0;
\]
(c) \(
\limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq 3 \quad \text{uniformly in } t.
\)

Then the Dirichlet problem (3.1) has at least one solution.

**Proof:** Lower and upper solutions \( \alpha \) and \( \beta \) are build as in the proof of Proposition 4.1 except that \( \alpha = a\varphi + w \geq s_+ \varphi \) and \( \beta = b\varphi + w \leq s_- \varphi \). We conclude then using Theorem III-3.9.

As in Theorem 4.2, we can impose conditions on \( f(t, u) \) which are asymptotic as \( u \) goes to \( \pm \infty \).

**Theorem 4.4** Let \( h \in L^1(0, \pi) \) be such that \( \int_0^\pi h(t) \sin t \, dt = 0 \). Assume \( f \) is an \( L^1 \)-Carathéodory function and there exist \( f_+, f_- \in L^1(0, \pi) \) such that
(a) \( \liminf_{u \to +\infty} f(t, u) \geq f_+(t) \) uniformly in \( t \) and
\[
\int_0^\pi f_+(t) \sin t \, dt > 0;
\]
(b) \( \limsup_{u \to -\infty} f(t, u) \leq f_-(t) \) uniformly in \( t \) and
\[
\int_0^\pi f_-(t) \sin t \, dt < 0;
\]
(c) \(
\limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq 3 \quad \text{uniformly in } t.
\)

Then the Dirichlet problem (3.1) has at least one solution.

**Proof:** This proof repeats the argument in the proof of Theorem 4.2.
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5. Other resonance conditions

An alternative to the Landesman-Lazer conditions given in Theorems 4.2 and 4.4 is to control the resonance using repulsive forces in case the asymptotic slope is on the left of the first eigenvalue and attracting ones if it is on the right. Here, the assumption \( \int_0^{\pi} h(t) \sin t \, dt = 0 \) is a real restriction since we cannot add a constant to \( f(t, u) \).

**Theorem 5.1** Let \( h \in L^1(0, \pi) \) and \( f \) satisfy an \( L^1 \)-Carathéodory condition. Assume

(a) \( \int_0^{\pi} h(t) \sin t \, dt = 0 \);

(b) \( uf(t,u) \leq 0 \) for a.e. \( t \in [0, \pi] \) and all \( u \in \mathbb{R} \).

Then the Dirichlet problem (3.1) has at least one solution.

**Proof:** Let \( w \) be the solution of

\[
\begin{align*}
w'' + w &= h(t), \\
w(0) &= 0, \quad w(\pi) = 0,
\end{align*}
\]

and define \( \alpha(t) = w(t) - a \sin t \), where \( a \) is large enough so that \( \alpha \leq 0 \). It is easy to see that \( \alpha \) is a lower solution. Similarly, we define \( \beta(t) = w(t) + b \sin t \) which is nonnegative if \( b \) is large enough and therefore is an upper solution. The proof follows then from Theorem II-2.4.

**Remark** An alternative proof would be to deduce this theorem from Proposition 4.1. Notice however that we cannot apply Theorem 4.2. Consider for example the problem

\[
\begin{align*}
u'' + u - u \exp(-u^2) &= \sin 2t, \\
u(0) &= 0, \quad u(\pi) = 0.
\end{align*}
\]

Existence of at least one solution follows from Theorem 5.1. On the other hand, any function \( f_+(t) \) such that

\[
f(t, u) = -u \exp(-u^2) \leq f_+(t) \quad \text{if} \quad u \geq s_+ \sin t,
\]

has to be nonnegative and \( \int_0^{\pi} f_+(t) \sin t \, dt \geq 0 \). Hence, we cannot use Theorem 4.2 and Proposition 4.1 can only apply with \( f_+(t) \equiv 0 \).

If the asymptotic slope is on the right of the first eigenvalue we can prove a dual result.
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Chapter 7. Resonance and Nonresonance

Theorem 5.2 Let $h \in L^1(0, \pi)$ and $f$ satisfy an $L^1$-Carathéodory condition. Assume

(a) $\int_0^\pi h(t) \sin t \, dt = 0$;
(b) $u f(t, u) \geq 0$ for a.e. $t \in [0, \pi]$ and all $u \in \mathbb{R}$;
(c) $\limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq 3$ uniformly in $t$.

Then the Dirichlet problem (3.1) has at least one solution.

Proof: Lower and upper solutions $\alpha$ and $\beta$ are build as in the proof of Theorem 5.1 except that here $\alpha \geq 0$ and $\beta \leq 0$. We conclude then using Theorem III-3.9.

Remark Here also, we can deduce this result from Proposition 4.3.

An alternative concerns strong resonance. Here $f(t, u)$ goes to zero as $u \to \pm \infty$ but we control the rate of decrease of $f(t, u)$.

Theorem 5.3 Let $h \in L^1(0, \pi)$ and $f$ be a Carathéodory function. Assume

(a) $\int_0^\pi h(t) \sin t \, dt = 0$;
(b) for some $k \in L^\infty(0, \pi)$, for a.e. $t \in [0, \pi]$ and all $u \in \mathbb{R}$, $|f(t, u)| \leq k(t)$;
(c) for some $\mu \in [1, 2]$

$$\lim_{|u| \to \infty} |u|^\mu f(t, u) = 0 \quad \text{and} \quad \liminf_{|u| \to \infty} \text{sgn}(u)|u|^\mu f(t, u) \geq m > 0$$

uniformly in $t$.

Then the problem (3.1) has at least one solution.

Proof: The proof follows the line of Step 1 in the proof of Theorem VI-4.2. Let $\varphi(t) = \sqrt{\frac{2}{\pi}} \sin t$ and define $K$ as in Remark VI-4.1. Hence, for every $a \in \mathbb{R}$, the solution $\tilde{u}$ of (VI-4.2) is such that $||\tilde{u}||_\infty < K$ and $|\tilde{u}(t)| \leq K \varphi(t)$.

It follows that there exists $M > 0$ such that for every $a \geq K + 1$ and the corresponding solution $\tilde{u}$ of (VI-4.2), we have

$$\left| \frac{(\tilde{u}(t) + a \varphi(t))^\mu - (a \varphi(t))^\mu}{(\tilde{u}(t) + a \varphi(t))^{\mu-1}} \right| \leq M.$$ 

Choose then $R > 0$ large enough so that for a.e. $t \in [0, \pi]$ and all $u \geq R$,

$$u^{\mu-1} f(t, u) \leq \frac{m}{2M} \quad \text{and} \quad u^\mu f(t, u) \geq \frac{3m}{4}.$$ 
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5. Other resonance conditions

Pick next $\delta > 0$ small enough so that

$$(R^\mu - 1(M + R)||k||_\infty + \frac{3m}{4}) \int_0^\pi \frac{\chi(t)}{\varphi^{\mu-1}(t)} \, dt - \frac{m}{4} \int_0^\pi \frac{dt}{\varphi^{\mu-1}(t)} \leq 0,$$

where $\chi$ is the characteristic function of $[0, \delta] \cup [\pi - \delta, \pi]$. Then we choose $a > 0$ large enough such that $a \sin \delta \geq K + R$ and define $\alpha(t) = \tilde{u}(t) + a\varphi(t)$, where $\tilde{u}$ is the corresponding solution of (VI-4.2). Notice that $\alpha(t) \geq R\varphi(t)$ if $t \in [0, \pi]$ and $\alpha(t) \geq R$ if $t \in [\delta, \pi - \delta]$. Let $A = \{t \in [0, \pi] \mid |\alpha(t)| \leq R\} \subset [0, \delta] \cup [\pi - \delta, \pi]$ and $B = [0, \pi] \setminus A$. We compute then

$$\int_0^\pi f(t, \alpha) a^\mu \, dt = \int_A f(t, \alpha) \frac{a^\mu}{\varphi^{\mu-1}} \, dt - \int_A f(t, \alpha) \frac{a^\mu}{\varphi^{\mu-1}} \, dt - \int_B f(t, \alpha) \frac{a^\mu}{\varphi^{\mu-1}} \, dt - \int_B f(t, \alpha) \frac{a^\mu}{\varphi^{\mu-1}} \, dt \geq -R^\mu \int_0^\pi \chi(t) k(t) \frac{dt}{\varphi^{\mu-1}(t)} - MR^{\mu-1} \int_0^\pi \chi(t) k(t) \frac{dt}{\varphi^{\mu-1}(t)} + \frac{3m}{4} \int_0^\pi \frac{(1 - \chi(t))}{\varphi^{\mu-1}(t)} \, dt - \frac{m}{2} \int_0^\pi \frac{dt}{\varphi^{\mu-1}(t)} \geq 0.$$

We deduce, as in Remark VI-4.1 that $\alpha$ solves

$$u'' + u + f(t, u) = s_0 \varphi(t) + h(t),$$

$$u(0) = 0, \quad u(\pi) = 0,$$

with $s_0 = \int_0^\pi f(t, \alpha(t)) \varphi(t) \, dt \geq 0$ and therefore $\alpha$ is a lower solution of (3.1). The construction of an upper solution is similar and we conclude from Theorem III-3.8. □

**Remark** The condition

$$\lim_{u \to \pm \infty} |u|^{\mu-1} f(t, u) = 0$$

alone does not ensure existence of a solution as follows from the example in Remark 4.2.

**Example 5.1** An example of application of Theorem 5.3 is the following

$$u'' + u + \frac{u}{1+u^2} - e^{-|u|} \cos u = h(t),$$

$$u(0) = 0, \quad u(\pi) = 0,$$

where $\int_0^\pi h(t) \sin t \, dt = 0$. Here Landesman-Lazer’s conditions (Proposition 4.1) do not hold since

$$\frac{u}{1+u^2} - e^{-|u|} \cos u \leq f_+(t), \quad \text{for } u \geq s_+ \sin t,$$
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implies $f_+(t) > 0$ and $\int_0^\pi f_+(t) \sin t \, dt > 0$. Proposition 4.3 does not apply either since
\[
\frac{u}{1+u^2} - e^{-|u|} \cos u \geq f_+(t), \quad \text{for } u \geq s_+ \sin t,
\]
implies $f_+(t) \leq 0$, $f_+(t) \leq -1/2$ in a neighbourhood of $t = 0$, and therefore $\int_0^\pi f_+(t) \sin t \, dt < 0$. Also, Theorems 5.1 and 5.2 cannot be used since $uf(t, u)$ is not one sign.

6 Fredholm alternative results

The next theorem considers the inverse of the operator $Fu = u'' + u - qu^-$ defined on $W^{2,1}(0, \pi) \cap C_0([0, \pi])$. More precisely, we consider the problem
\[
\begin{align*}
u'' + u &= h(t), \\
v(0) &= 0, \quad v(\pi) = 0,
\end{align*}
\]
where $q \neq 0$ and $h \in L^1(0, \pi)$. This corresponds to a Fredholm alternative for the problem
\[
\begin{align*}
u'' + \mu \nu^+ - \nu^- &= h(t), \\
u(0) &= 0, \quad v(\pi) = 0,
\end{align*}
\]
with $(\mu, \nu) = (1, 1 + q)$ on the first curve of the Fučík spectrum.

**Theorem 6.1** Let $h \in L^1(0, \pi)$ and $q \neq 0$. Then the problem (6.1) has a solution if and only if
\[
q \int_0^\pi h(t) \sin t \, dt \leq 0. \tag{6.2}
\]

**Proof:** Claim 1 – The condition (6.2) is sufficient. Let $w$ be the solution of
\[
\begin{align*}
u'' + w &= h(t) - \left(\frac{q}{\pi}\int_0^\pi h(s) \sin s \, ds\right) \sin t, \\
w(0) &= 0, \quad w(\pi) = 0,
\end{align*}
\]
such that $\int_0^\pi w(t) \sin t \, dt = 0$.

Assume $q > 0$ and define $\alpha = w + A \sin t$, with $A$ large enough so that $\alpha \geq 0$. This function is a lower solution since
\[
\alpha'' + \alpha = h(t) - \left(\frac{q}{\pi}\int_0^\pi h(s) \sin s \, ds\right) \sin t \geq h(t) = h(t) + q\alpha^-.
\]

In a similar way, we build a nonpositive upper solution $\beta = w - B \sin t$, where $B$ is large enough, and the claim follows from Theorem III-3.9.
In case \( q < 0 \), \( \alpha = w - A \sin t \), with \( A \) large enough so that \( \alpha \) is a nonpositive lower solution and \( \beta = w + B \sin t \), with \( B \) large enough so that \( \beta \) is a nonnegative upper solution. The claim follows then from Theorem II-2.4.

**Claim 2** – The condition (6.2) is necessary. Let \( u \) be a solution of (6.1). Multiplying this equation by \( \sin t \) and integrating, we have

\[
q \int_0^\pi h(t) \sin t \, dt = q \int_0^\pi (u'' + u - qu) \sin t \, dt = -q^2 \int_0^\pi u^- \sin t \, dt \leq 0. 
\]

Some results can be obtained from a monotonicity assumption.

**Theorem 6.2** Let \( h \in L^1(0, \pi) \) be such that \( \int_0^\pi h(t) \sin t \, dt = 0 \) and \( f : [0, \pi] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function. Assume that for each \( t \in [0, \pi] \), \( f(t, \cdot) \) is a nonincreasing function.

Then the Dirichlet problem (3.1) has at least one solution if and only if there exists \( \xi \in \mathbb{R} \) such that

\[
\int_0^\pi f(t, \xi \sin t) \sin t \, dt = 0. \tag{6.3}
\]

**Proof:** **Claim 1** – The condition (6.3) is sufficient. Let \( w \) be a solution of

\[
w'' + w = h - f(t, \xi \sin t), \quad w(0) = 0, \quad w(\pi) = 0.
\]

Choose then \( A \) and \( B \) large enough so that \( \alpha := w - A \sin t \leq \xi \sin t \leq w + B \sin t =: \beta \). We can see that \( \alpha \) is a lower solution and \( \beta \) an upper one so that the claim follows from Theorem II-2.4.

**Claim 2** – The condition (6.3) is necessary. Let \( u \) be a solution of (3.1). Multiplying this equation by \( \sin t \) and integrating, we obtain

\[
\int_0^\pi f(t, u(t)) \sin t \, dt = 0.
\]

On the other hand, there exist \( \xi_1 \) and \( \xi_2 \) such that, for all \( t \in [0, \pi] \),

\[
\xi_1 \sin t \leq u(t) \leq \xi_2 \sin t.
\]

Hence and as \( f \) is nonincreasing we obtain

\[
\int_0^\pi f(t, \xi_2 \sin t) \sin t \, dt \leq 0 \leq \int_0^\pi f(t, \xi_1 \sin t) \sin t \, dt
\]

and conclude by an application of the intermediate value Theorem. \( \blacksquare \)
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Example 6.1 Notice that the function

\[ f(t, u) = -\exp u + a \]

verifies the assumptions of Theorem 6.2 for any \( a > 0 \).

Remark 6.1 If \( f \) is decreasing, we can prove that this solution is unique. Let \( u \) and \( v \) be two distinct solutions of (3.1) and let \( w = u - v \). We compute

\[
0 = -\int_0^\pi w'^2(s) \, ds + \int_0^\pi w^2(s) \, ds + \int_0^\pi (f(s, u(s)) - f(s, v(s)))u(s) - v(s)) \, ds
\leq \int_0^\pi (f(s, u(s)) - f(s, v(s)))u(s) - v(s)) \, ds < 0,
\]

which is a contradiction.

If \( f \) is only nonincreasing, uniqueness does not occur in general. For example, consider the case where \( f(t, u) = 0 \) if \((t, u) \in [0, \pi] \times [-1, 1]\) and \( h(t) \equiv 0 \), then for all \( a \in [-1, 1] \), \( u(t) = a \sin t \) is a solution. This example is generic as follows from the next result which completes the equivalent for Dirichlet problem of Theorem I-3.5.

Theorem 6.3 Under the hypothesis of Theorem 6.2, the set \( S \) of solutions of (3.1) is convex.

Moreover, there exists \( \tilde{u} \in W^{2,1}(0, \pi) \) with \( \int_0^\pi \tilde{u}(t) \sin t \, dt = 0 \) and an interval \( J \subset \mathbb{R} \) such that

\[ S = \{ u = \tilde{u} + c \sin t : c \in J \}. \]

Proof: Let \( u \) and \( v \) be two solutions of (3.1). The function \( w = u - v \) is such that

\[
0 = -\int_0^\pi w'^2(t) \, dt + \int_0^\pi w^2(t) \, dt + \int_0^\pi (f(t, u(t)) - f(t, v(t)))w(t) \, dt
\leq -\int_0^\pi w'^2(t) \, dt + \int_0^\pi w^2(t) \, dt \leq 0.
\]

Hence, \( w(t) = a \sin t \) and we can find a set \( J \subset \mathbb{R} \) such that

\[ S = \{ u = \tilde{u} + c \sin t : c \in J \}, \]

February 19, 2005
where \( \hat{u}(t) = u(t) - \frac{2}{\pi} \left( \int_0^\pi u(s) \sin s \, ds \right) \sin t \) and \( u \) is any solution of (3.1).

We only have to prove that \( J \) is an interval. To this aim, let \( c_1 < c_2 \) be in \( J \) and \( c \in ]c_1, c_2[. \) Observe that

\[
\begin{align*}
    h(t) &= \hat{u}''(t) + \hat{u}(t) + f(t, \hat{u}(t) + c \sin t) \\
    &\leq (\hat{u}(t) + c \sin t)'' + (\hat{u}(t) + c \sin t) + f(t, \hat{u}(t) + c \sin t) \\
    &\leq \hat{u}''(t) + \hat{u}(t) + f(t, \hat{u}(t) + c_1 \sin t) = h(t).
\end{align*}
\]

This shows that \( v(t) = \hat{u}(t) + c \sin t \) is also a solution and completes the proof.

\[\blacksquare\]

**Remark 6.2** Notice that without the monotonicity assumption on \( f(t,.) \) the set of solutions might be non-convex. Consider for example the problem

\[
\begin{align*}
    u'' + u + (u^2 - \sin^2 t)^2 &= 0, \\
    u(0) &= 0, \quad u(\pi) = 0.
\end{align*}
\]

It is easy to see that \( u(t) = -\sin t \) and \( u(t) = \sin t \) are solutions. Further, if \( u \) is another solution then

\[
\int_0^\pi (u^2(t) - \sin^2 t)^2 \sin t \, dt = 0.
\]

This implies that \( u(t) = -\sin t \) and \( u(t) = \sin t \) are the only two solutions.

**Exercise 6.1** Prove the same kind of results for the Neumann boundary value problem.

## 7 Derivative dependent Dirichlet problem

Consider the problem

\[
\begin{align*}
    u'' + f(t, u, u') &= 0, \\
    u(0) &= 0, \quad u(\pi) = 0. \tag{7.1}
\end{align*}
\]

First, we consider a nonresonance result which considers a one-sided linear control of the nonlinearity \( f(t, u, u') \).

**Theorem 7.1** Let \( f \) satisfy an \( L^1 \)-Carathéodory condition and assume that for any \( r_0 > 0 \), there exist \( p, q \in [1, \infty] \) such that \( \frac{1}{q} + \frac{1}{p} = 1 \), \( \varphi \in C(\mathbb{R}^+, \mathbb{R}_0^+) \) and \( \psi \in L^p(0, \pi) \) with

\[
\int_0^\infty \frac{s^{1/q}}{\varphi(s)} \, ds = \infty,
\]
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and for a.e. \( t \in [0, \pi] \), all \( u \in [-r_0, r_0] \) and all \( v \in \mathbb{R} \)
\[
|f(t, u, v)| \leq \psi(t)\varphi(|v|).
\]

Assume also there exist \( b \in L^1(0, \pi; \mathbb{R}^+) \), \( \delta, \gamma \in \mathbb{R}^+ \), and \( r_1 \geq 0 \) such that, for a.e. \( t \in [0, \pi] \) and all \( (u, v) \in \mathbb{R}^2 \), with \( |u| \geq r_1 \), we have
\[
\text{sgn}(u) f(t, u, v) \leq b(t) + \gamma|u| + \delta|v|.
\]

If further \( \pi < \Gamma(\delta, \gamma) \), where
\[
\Gamma(\delta, \gamma) = \begin{cases} 
\frac{4}{\sqrt{\delta^2 - 4\gamma}} \tanh^{-1} \left( \frac{\sqrt{\delta^2 - 4\gamma}}{\delta} \right) & \text{if } \delta^2 - 4\gamma > 0, \\
\frac{4}{\sqrt{4\gamma - \delta^2}} \tan^{-1} \left( \frac{\sqrt{4\gamma - \delta^2}}{\delta} \right) & \text{if } \delta^2 - 4\gamma < 0, \\
\frac{4}{\delta} & \text{if } \delta^2 - 4\gamma = 0,
\end{cases}
\]
then the problem (7.1) has a solution.

Proof: Let \( y \) be a solution of
\[
y'' + \delta|y'| + \gamma y = -b(t)
\]
on \([0, \pi]\). Define \( v \) to be the solution of
\[
v'' - \delta v' + \gamma v = 0,
\]
\[
v(\pi/2) = 1, \ v'(\pi/2) = 0,
\]
on \([\pi/2, \pi]\) and extend \( v \) by symmetry on \([0, \pi]\) so that \( v(t) = v(\pi - t) \).

Next, verify that for all values of \( \delta \) and \( \gamma \), the condition \( \pi < \Gamma(\delta, \gamma) \) implies \( v(t) > 0 \) and \( v'(t)(t - \pi/2) \leq 0 \), whence \( v \) satisfies the equation
\[
v'' + \delta|v'| + \gamma v = 0.
\]

It follows that if \( k > 0 \) is large enough \( \beta = y + kv > r_1 \) and we can compute
\[
\beta''(t) + f(t, \beta(t), \beta'(t)) \leq \beta''(t) + b(t) + \delta|\beta'(t)| + \gamma\beta(t) \\
\leq y''(t) + kv''(t) + b(t) + \delta(|y'(t)| + k|v'(t)|) + \gamma(y(t) + kv(t)) = 0.
\]

Hence, \( \beta \) is an upper solution. We build similarly a lower solution and conclude from Corollary II-2.2. \( \blacksquare \)
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Remark 7.1 If $\delta = 0$, the condition becomes $\gamma < 1$, which is best possible since 1 is the first eigenvalue of the corresponding linear problem

$$u'' + \lambda u = 0, \quad u(0) = 0, \quad u(\pi) = 0.$$ 

Next, we consider a nonresonance result with a quadratic control of the nonlinearity $f(t, u, v)$.

Theorem 7.2 Let $f$ satisfy an $L^1$-Carathéodory condition and assume that for any $r_0 > 0$, there exist $p, q \in [1, \infty]$ such that $\frac{1}{q} + \frac{1}{p} = 1$, $\varphi \in C(\mathbb{R}^+, \mathbb{R}_0^+)$ and $\psi \in L^p(0, \pi)$ with

$$\int_0^\infty \frac{s^{1/q}}{\varphi(s)} ds = \infty,$$

and for a.e. $t \in [0, \pi]$, all $u \in [-r_0, r_0]$ and all $v \in \mathbb{R}$

$$|f(t, u, v)| \leq \psi(t)\varphi(|v|).$$

Assume also there exist $r_1 > 0$, $b \in L^1(0, \pi)$, $0 < \gamma < 1$ and $h \in C(\mathbb{R})$ such that for a.e. $t \in [0, \pi]$, all $|u| \geq r_1$ and all $v \in \mathbb{R}$

$$\text{sgn}(u)f(t, u, v) \leq b(t) + \gamma|u| + h(u)v^2$$

and

$$\limsup_{|u| \to \infty} |u|h(u) < \frac{1 - \gamma}{\gamma}.$$

Then the problem (7.1) has a solution.

Proof: Construction of an upper solution. First, let us choose $\gamma_a \in ]\gamma, 1[$ and $R > r_1$ such that

$$\forall u \geq R, \quad h(u) \leq \frac{1 - \gamma_a}{\gamma_a} \frac{1}{u}.$$ 

Next, we choose $\gamma_b \in ]\gamma, \gamma_a[$ and $\epsilon > 0$ such that

$$\frac{1 - \gamma_a}{\gamma_a} (1 + \epsilon) = \frac{1 - \gamma_b}{\gamma_b}.$$ 

Define then $w$ to be a solution of

$$w'' + \gamma w + b(t) = 0, \quad w \geq R,$$ 

February 19, 2005
and \( Y(u) = u^{\gamma b} \). This function solves
\[
Y'' + \frac{1 - \gamma b}{\gamma b} Y' = 0.
\]
At last, we choose \( k \) such that \( \frac{2}{\gamma b} < k^2 < 1 \), and define \( v(t) = V_0 \cos k(t - \frac{\pi}{2}) \).
If \( V_0 \) is large enough, this function verifies
\[
v'' + \frac{\gamma}{\gamma b} v + Kw'^2(t)v^{1-\gamma b} \leq 0, \quad v > 0,
\]
where \( K = \frac{1 - \gamma a}{\gamma a}(1 + \frac{1}{\gamma}) \frac{1}{R} \).

It is now easy to check that the function \( \beta(t) = w(t) + Y(v(t)) \geq R \) is a positive upper solution since
\[
\beta'' + f(t, \beta, \beta') \leq u'' + Y''(v)v'^2 + Y'(v)v'' + b + \gamma(w + Y(v)) + \frac{1 - \gamma a}{\gamma a}(1 + \epsilon)\frac{Y'^2}{R}v^2 + (1 + \frac{1}{\gamma})\frac{w'^2}{R} \leq 0.
\]

**Conclusion.** We obtain in a similar way a lower solution and the theorem follows from Corollary II-2.2.

**Remark 7.2** In case \( h(u) \equiv 0 \), we recover the nonresonance condition
\[
\limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq \gamma < 1
\]
uniformly in \( t \).

**Example 7.1** A nonstrict inequality \( \limsup_{|u| \to \infty} |u|h(u) \leq \frac{1 - \gamma}{\gamma} \) does not imply existence as follows from the problem
\[
\begin{align*}
    u'' + \gamma(1 + |u|) + \frac{1 - \gamma}{\gamma(1 + |u|)} u'^2 &= 0, \\
    u(0) &= 0, \quad u(\pi) = 0,
\end{align*}
\]
which has no solution. To verify this claim, let us introduce the solution \( Y(u) \) of the Cauchy problem
\[
Y' = \frac{Y + \gamma}{\gamma(1 + u)}, \quad Y(0) = 0,
\]
and verify that
\[
Y'' = \frac{1 - \gamma}{\gamma} \frac{Y'}{1 + u}.
\]
If \( u \) solves the problem (7.2), it is easy to see that \( u \geq 0 \) and the function \( v(t) = Y(u(t)) \) verifies

\[
v'' + v + \gamma = 0, \quad v(0) = 0, \quad v(\pi) = 0.
\]

But as \( \int_0^\pi \gamma \sin t \, dt \neq 0 \), it is clear from Fredholm alternative that this last equation has no solution.

Using the same ideas, we can study a resonance problem with a quadratic control. In case \( h = 0 \), it reduces to Landesman-Lazer conditions.

**Theorem 7.3** Let \( f \) be an \( L^1 \)-Carathéodory function and assume that for any \( r_0 > 0 \), there exist \( p, q \in [1, \infty] \) such that \( \frac{1}{q} + \frac{1}{p} = 1 \), \( \varphi \in C(\mathbb{R}^+, \mathbb{R}_0^+) \) and \( \psi \in L^p(0, \pi) \) with

\[
\int_0^\infty \frac{s^{1/q}}{\varphi(s)} \, ds = \infty,
\]

and for a.e. \( t \in [0, \pi] \), all \( u \in [-r_0, r_0] \) and all \( v \in \mathbb{R} \)

\[
|f(t, u, v)| \leq \psi(t) \varphi(|v|).
\]

Assume also that there exist an \( L^1 \)-Carathéodory function \( g(t, u) \) and a continuous function \( h(u) \geq 0 \) such that, for a.e. \( t \in [0, \pi] \) and all \( (u, v) \in \mathbb{R}^2 \),

\[
\text{sgn}(u) f(t, u, v) \leq g(t, u) + h(u) v^2.
\]

Define

\[
H(y) = \left| \int_0^y h(s) \, ds \right|, \quad Q(y) = \int_0^y \exp H(r) \, dr
\]

and

\[
F(t, y) = \text{sgn}(y) g(t, y) \exp H(y) - Q(y).
\]

Assume at last there exists \( \gamma_+ \) and \( \gamma_- \in L^1(0, \pi) \) such that

\[
\gamma_+(t) \geq \limsup_{y \to +\infty} F(t, y), \quad \gamma_-(t) \leq \liminf_{y \to -\infty} F(t, y),
\]

uniformly in \( t \) and

\[
\int_0^\pi \gamma_+(t) \sin t \, dt < 0, \quad \int_0^\pi \gamma_-(t) \sin t \, dt > 0.
\]

Then the problem (7.1) has a solution.
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Proof: Notice first that the function $Q : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is an increasing homeomorphism whose inverse $Y(x) = Q^{-1}(x)$ is the solution of the problem

$$y'' + h(y)y'^2 = 0, \quad y(0) = 0, \quad y'(0) = 1.$$ 

Define then $\beta(t) = Y(v(t))$, where the function $v(t) \geq 0$ will be chosen later. We compute

$$\beta'' + f(t, \beta, \beta') \leq [Y''(v) + h(Y(v))Y'^2(v)]v'^2 + Y'(v)v'' + g(t, Y(v))$$

$$= Y'(v)[v'' + g(t, Y(v)) \exp H(Y(v))],$$

which proves that $\beta$ is an upper solution if

$$v'' + g(t, Y(v)) \exp H(Y(v)) = v'' + v + F(t, Y(v)) \leq 0.$$ 

Notice then that

$$\limsup_{v \to +\infty} F(t, Y(v)) = \limsup_{y \to +\infty} F(t, y) \leq \gamma_+(t).$$ 

Hence, following the proof of Theorem 4.2 and Proposition 4.1, we can find a function $v(t) \geq 0$ such that $v'' + v + F(t, Y(v)) \leq 0$.

A lower solution is obtained in a dual way and we conclude from Corollary II-2.2.

Example 7.2 The simplest example to consider is a problem with a linear restoring force and a quadratic friction

$$u'' + b(t) + \gamma u + u'^2 = 0,$$

$$u(0) = 0, \quad u(\pi) = 0.$$ 

Here Theorem 7.2 does not apply since $h(u) = 1$ and

$$\limsup_{|u| \to +\infty} |u|h(u) = +\infty.$$ 

On the other hand, we can apply Theorem 7.3. We compute

$$F(t, y) = \text{sgn}(y)[|b(t)| + \gamma|y| - 1)e^{|y| + 1}].$$

If $\gamma < 0$, we have

$$\lim_{y \to \pm\infty} F(t, y) = \mp\infty.$$ 

If $\gamma = 0$ and $|b(t)| \leq 1$, we obtain
7. Derivative dependent case

\[
\limsup_{y \to +\infty} F(t, y) \leq \gamma_+(t) \quad \text{with} \quad \int_0^\pi \gamma_+(t) \sin t \, dt < 0
\]

and

\[
\liminf_{y \to -\infty} F(t, y) \geq \gamma_-(t) \quad \text{with} \quad \int_0^\pi \gamma_-(t) \sin t \, dt > 0,
\]

where \(\gamma_+(t) = -\gamma_-(t) = \left(\|b(t)\| - 1\right)K + 1\) and \(K\) is large enough. In both cases, existence follows from Theorem 7.3.

**Problem 7.1** Theorem 7.3 extends Theorem 4.2 to derivative dependent problems. This is a resonance result at the left of the first eigenvalue. Consider a similar extension of Theorem 4.4 and obtain a resonance result at the right of the first eigenvalue for derivative dependent problems.

*Hint:* See [92].

In the following theorem, the existence result is obtained from the dependence in the derivative.

**Theorem 7.4** Let \(p, q \in [1, \infty]\) be such that \(\frac{1}{q} + \frac{1}{p} = 1\). Assume \(f : [0, \pi] \times \mathbb{R}^2 \to \mathbb{R}\) satisfies an \(L^p\)-Carathéodory condition and that for any \(r_0 > 0\), there exist \(\varphi \in C(\mathbb{R}^+, \mathbb{R}_0^+)\) and \(\psi \in L^p(0, \pi)\) with

\[
\int_0^\infty \frac{s^{1/q}}{\varphi(s)} \, ds = \infty,
\]

and for a.e. \(t \in [0, \pi]\), all \(u \in [-r_0, r_0]\) and all \(v \in \mathbb{R}\)

\[|f(t, u, v)| \leq \psi(t) \varphi(|v|).\]

Assume moreover there exist \(r_1 \geq 0\), \(h \in L^1([0, \pi], \mathbb{R}^+)\) and \(g \in C(\mathbb{R}, \mathbb{R}_0^+)\) such that

\[
\int_0^\infty \frac{ds}{g(s)} > \|h\|_{L^1}
\]

and, for a.e. \(t \in [0, \pi]\) and all \((u, v) \in \mathbb{R}^2\), with \(|u| \geq r_1\),

\[\text{sgn}(u) f(t, u, v) \leq h(t) g(|v|).\]

Then the problem (7.1) has at least one solution.

*Proof:* Let \(z\) be the solution of

\[z' + h(t) g(z) = 0, \quad z(\pi) = 0.\]

It is easy to see that \(\beta(t) = r_1 + \int_0^t z(s) \, ds \geq r_1\) is an upper solution. In a similar way, we compute a lower solution and existence of a solution follows from Corollary II-2.2.
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Example 7.3 Consider the boundary value problem

\[ u'' = e^u(u^2 + 1), \]
\[ u(0) = 0, \quad u(\pi) = 0. \]

It is easy to observe that the Nagumo condition in Theorem 7.4 is satisfied. The other conditions of this theorem follow with \( g(v) = v^2 + 1 \) and \( h(t) = e^{-r_1} \) for \( r_1 \) large enough.
In this chapter, we consider positive solutions of the Dirichlet problem
\begin{align*}
 u'' + f(t, u) &= 0, \\
 u(a) &= 0, \\ u(b) &= 0,
\end{align*}
(0.1)
where $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ is an $L^1$-Carathéodory function. Most of these results extend to other boundary value problems such as the separated boundary value problem or the periodic problem. Such extensions are left as exercises.

Let us recall that given $u, v \in C([a, b])$, we write $u > v$ or $v < u$ if
\begin{align*}
 u(t) &> v(t) \quad \text{on } ]a, b[,
 D_+ u(a) &> D^+ v(a) \quad \text{if } u(a) = v(a),
 D^- u(b) &< D_+ v(b) \quad \text{if } u(b) = v(b).
\end{align*}

Here, positive solutions $u : [a, b] \to \mathbb{R}$ are such that $u > 0$.

1 Existence of one solution

A necessary condition for a positive solution of (0.1) to exist is that
\[
\inf_{(t, u) \in [a, b] \times \mathbb{R}^+} \frac{f(t, u) - q(t)u}{u} \leq \lambda_1(q) \leq \sup_{(t, u) \in [a, b] \times \mathbb{R}^+} \frac{f(t, u) - q(t)u}{u},
\]
where $q \in L^1(a, b)$ and $\lambda_1(q)$ is the first eigenvalue of the spectral problem
\begin{align*}
 u'' + q(t)u + \lambda u &= 0, \\
 u(a) &= 0, \\ u(b) &= 0.
\end{align*}
(1.1)
This condition can be obtained multiplying the equation (0.1) by \( \varphi_1(t; q) \), the eigenfunction corresponding to \( \lambda_1(q) \), and integrating. It motivates several results which consider assumptions that force
\[
\frac{f(t, u) - q(t)u}{u} - \lambda_1(q)
\]
to change sign when \( u \) goes from 0 to \( +\infty \).

1.1 The sublinear case

Our first concern is a sublinear case, where the “slope” of \( f - qu \) is greater than a first eigenvalue near zero and smaller near infinity.

**Theorem 1.1** Define \( \varphi_1(\cdot; q) \) to be a positive eigenfunction corresponding to \( \lambda_1(q) \), the first eigenvalue of the spectral problem (1.1). Assume \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function that satisfies

\begin{align*}
(H_0^+) \text{ there exist } \delta > 0 \text{ and } q_0 \in L^1(a, b) \text{ such that } \lambda_1(q_0) \leq 0, \text{ and for all } u \in [0, \delta] \text{ and a.e. } t \in [a, b], \\
f(t, u) - q_0(t)u \geq 0;
\end{align*}

\begin{align*}
(H_\infty) \text{ there exist } \rho > 0, f_\infty \text{ and } q_\infty \in L^1(a, b) \text{ such that } \lambda_1(q_\infty) \geq 0, \\
\int_a^b f_\infty(t)\varphi_1(t; q_\infty) \, dt < 0, \\
\text{and for all } u \geq \rho \text{ and a.e. } t \in [a, b], \\
f(t, u) - q_\infty(t)u \leq f_\infty(t).
\end{align*}

Then the boundary value problem (0.1) has at least one solution \( u > 0 \).

**Proof:** Claim 1 – There exists \( \alpha \in W^{2,1}(a, b) \), a \( W^{2,1} \)-lower solution of (0.1) such that \( \alpha > 0, \alpha(a) = 0, \alpha(b) = 0 \). Define
\[
\alpha(t) = \delta \frac{\varphi_1(t; q_0)}{\|\varphi_1(\cdot; q_0)\|_\infty}.
\]

The function \( \alpha \in W^{2,1}(a, b) \) is such that \( \alpha(t) > 0, \alpha(a) = 0, \alpha(b) = 0 \) and
\[
\alpha'' + f(t, \alpha) \geq -\lambda_1(q_0)\alpha \geq 0.
\]

Claim 2 – The problem (0.1) has a \( W^{2,1} \)-upper solution \( \beta \in W^{2,1}(a, b) \) such that, for all \( t \in [a, b], \beta(t) > \alpha(t) \). Let \( k \in L^1(a, b) \) be such that for a.e.
Existence of one solution

$t \in [a, b]$ and all $u \in [0, \rho]$, $|f(t, u)| + |q(t)| + |f_\infty(t)| \leq k(t)$. Choose next $\epsilon > 0$ small enough so that

$$
\overline{(f_\infty + k\chi)} := \int_a^b (f(s) + k(s)\chi(s))\varphi_1(s; q_\infty) ds \leq 0,
$$

where $\chi$ is the characteristic function of $[a, a+\epsilon] \cup [b-\epsilon, b]$ and $\varphi_1(:q_\infty) > 0$ is chosen so that $\|\varphi_1(:q_\infty)\|_{L^2} = 1$. Define then $w$ to be a solution of

$$
w'' + (q_\infty(t) + \lambda_1(q_\infty))w + (f_\infty + k\chi)(t) - (f_\infty + k\chi)\varphi_1(t; q_\infty) = 0,
$$

and $w(a) = 0, w(b) = 0$.

and pick $B > 0$ large enough so that $w + B\varphi_1(:q_\infty) > \alpha$ on $]a, b[$ and $w + B\varphi_1(:q_\infty) \geq \rho$ on $[a, \epsilon, b]$.

It is easy to check now that $\beta = w + B\varphi_1(:q_\infty)$ is an upper solution since

$$
\beta''(t) + f(t, \beta(t)) \leq \beta''(t) + q_\infty(t)\beta(t) + f_\infty(t) + k(t)\chi(t)
\leq -\lambda_1(q_\infty)\beta(t) + (f_\infty + k\chi)\varphi_1(t; q_\infty) \leq 0.
$$

Conclusion – The proof follows now from Theorem II-2.4.

**Corollary 1.2** Assume $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ is an $L^1$-Carathéodory function such that for some $\gamma_0$, $\gamma_\infty \in L^1(a, b)$,

$$
\liminf_{u \to 0^+} \frac{f(t, u)}{u} \geq \gamma_0(t) \geq \left(\frac{\pi}{b-a}\right)^2
$$

and

$$
\limsup_{u \to +\infty} \frac{f(t, u)}{u} \leq \gamma_\infty(t) \leq \left(\frac{\pi}{b-a}\right)^2
$$

hold uniformly in $t$.

Then the problem (0.1) has at least one solution $u > 0$.

Proof: The assumptions imply $\lambda_1(\gamma_0) < 0$ and $\lambda_1(\gamma_\infty) > 0$. The proof follows then from Theorem 1.1 with $q_0 = \gamma_0 - \epsilon, q_\infty = \gamma_\infty + \epsilon, f_\infty = -1$ and $\epsilon > 0$ small enough.

As an exercise the reader can prove the following result which extends Theorem 1.1 to separated boundary value problems. Here we define $\lambda_1(q)$ to be the first eigenvalue of the spectral problem

$$
\begin{align*}
&u'' + q(t)u + \lambda u = 0, \\
a_1 u(a) - a_2 u'(a) = 0, \\
b_1 u(b) + b_2 u'(b) = 0.
\end{align*}
$$
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Chapter 8. Positive Solutions

Theorem 1.3 Let \( a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0 \) and \( b_1^2 + b_2^2 > 0 \). Assume \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function that satisfies \((H^+_0)\) and \((H^-_\infty)\), where \( \varphi_1(\cdot; q) \) is a positive eigenfunction corresponding to \( \lambda_1(q) \), the first eigenvalue of the spectral problem (1.2).

Then the boundary value problem

\[
\begin{align*}
\frac{d^2u}{dt^2} + f(t, u) & = 0, \\
a_1u(a) - a_2u'(a) & = 0, \\
b_1u(b) + b_2u'(b) & = 0,
\end{align*}
\]

(1.3)

has at least one solution \( u > 0 \).

An alternative uses the comparison spectral problem

\[
\begin{align*}
\frac{d^2u}{dt^2} + \mu r(t)u & = 0, \\
u(a) & = 0, u(b) = 0.
\end{align*}
\]

(1.4)

Let us write \( \mu_1(r) \) and \( \psi_1(t; r) \), the corresponding eigenvalues and eigenfunctions. The following result parallels Theorem 1.1.

Theorem 1.4 Define \( \psi_1(\cdot; r) \) to be a positive eigenfunction corresponding to \( \mu_1(r) \), the first eigenvalue of the spectral problem (1.4), and assume \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function that satisfies

\((H^+_0)\) there exist \( \delta > 0 \) and \( r_0 \in L^1(a, b) \), \( r_0(t) > 0 \) a.e. on \([a, b]\), such that \( \mu_1(r_0) \leq 1 \), and for all \( u \in [0, \delta] \) and a.e. \( t \in [a, b] \),

\[
f(t, u) - r_0(t)u \geq 0;
\]

\((H^-_\infty)\) there exist \( \rho > 0 \), \( f_\infty \) and \( r_\infty \in L^1(a, b) \), \( r_\infty(t) > 0 \) a.e. on \([a, b]\), such that \( \mu_1(r_\infty) \geq 1 \),

\[
\int_a^b f_\infty(t)\psi_1(t; r_\infty) dt < 0,
\]

and for all \( u \geq \rho \) and a.e. \( t \in [a, b] \),

\[
f(t, u) - r_\infty(t)u \leq f_\infty(t).
\]

Then the boundary value problem (0.1) has at least one solution \( u > 0 \).

Proof: Verify that

\[
\alpha(t) = \delta \frac{\psi_1(t; r_0)}{\|\psi_1(\cdot; r_0)\|_\infty}
\]

is a lower solution and build an upper solution as in Claim 2 of the proof of Theorem 1.1.
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Remark 1.1 We must notice that Theorem 1.1 is equivalent to Theorem 1.4 if $q_0(t) > 0$ and $q_\infty(t) > 0$ a.e. on $[a, b]$. The first result is however somewhat more general since it allows cases where $q_0$ or $q_\infty$ change sign.

Recall first that (see Theorem A-3.2), for $q \in L^1(a, b)$, $q(t) > 0$ a.e. on $[a, b]$, we can write

$$
\mu_1(q) = \min_{u \in H_0^1 \setminus \{0\}} \frac{\int_a^b u'^2 \, dt}{\int_a^b q u^2 \, dt} \quad \text{and} \quad \lambda_1(q) = \min_{u \in H_0^1 \setminus \{0\}} \frac{\int_a^b (u'^2 - qu^2) \, dt}{\int_a^b u^2 \, dt}.
$$

Hence it is easy to see that

$$
\mu_1(q) \leq 1 \iff \lambda_1(q) \leq 0 \quad \text{and} \quad \mu_1(q) \geq 1 \iff \lambda_1(q) \geq 0.
$$

This proves in particular the equivalence of $(H_0^+)$ and $(\tilde{H}_0^+)$, in case $q_0(t) > 0$ a.e. on $[a, b]$.

Next, if $f$ satisfies $(H_\infty^-)$ with $q_\infty(t) > 0$ a.e. on $[a, b]$, we have, for all $u \geq \rho$ and a.e. $t \in [a, b]$,

$$
f(t, u) - r_\infty(t)u \leq f_\infty(t),
$$

with $r_\infty(t) = q_\infty(t) + \lambda_1(q_\infty)$. Observe that $\mu_1(r_\infty) = 1$, $\psi_1(t, r_\infty) = \varphi_1(t, q_\infty)$ and $(\tilde{H}_\infty^-)$ is satisfied as

$$
\int_a^b f_\infty(t) \psi_1(t, r_\infty) \, dt = \int_a^b f_\infty(t) \varphi_1(t, q_\infty) \, dt < 0.
$$

We prove in the same way that $(\tilde{H}_\infty^-)$ implies $(H_\infty^-)$.

1.2 The superlinear case

The superlinear case is a “reversed” case, where the nonlinearity is over the first eigenvalue near $+\infty$ and under it near zero. The next theorem presents an existence result under such assumptions that refer to the spectral problem (1.1).

Theorem 1.5 Let $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function such that $f(t, 0) = 0$ on $[a, b]$, define $\varphi_1(\cdot; q)$ to be a positive eigenfunction corresponding to $\lambda_1(q)$, the first eigenvalue of the spectral problem (1.1) and assume

$(H_0^-)$ there exist $\delta > 0$ and $q_0 \in L^1(a, b)$, $q_0(t) \geq 0$ a.e. on $[a, b]$, such that $\lambda_1(q_0) \geq 0$ and for all $u \in [0, \delta]$ and a.e. $t \in [a, b]$,

$$
f(t, u) - q_0(t)u \leq 0;
$$
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There exist $\rho > 0$, $q_\infty$ and $f_\infty \in L^1(a,b)$, such that $\lambda_1(q_\infty) \leq 0$,

\[
\int_a^b f_\infty(t) \varphi_1(t; q_\infty) \, dt > 0
\]

and for all $u \geq \rho$ and a.e. $t \in [a,b]$,

\[
f(t, u) - q_\infty(t) u \geq f_\infty(t).
\]

Then the boundary value problem (0.1) has one nontrivial solution $u \geq 0$.

If, moreover, there exists $h \in L^1(a,b)$ such that, for all $u \in [0, \delta]$ and a.e. $t \in [a,b]$,

\[
|f(t, u)| \leq h(t) u,
\]

then $u \succ 0$.

Notice that the assumption $(H_0^-)$ implies that (1.5) follows from $f(t, u) \geq -h(t) u$.

Proof : If for some $B > 0$, $B \varphi_1(t; q_0)$ is a solution of (0.1), the theorem is proved. Let us assume then such a solution does not exist.

**Claim 1** – There exists $\beta \in W^{2,1}(a,b)$, a strict $W^{2,1}$-upper solution of (0.1) such that $\beta > 0$, $\beta(a) = 0$ and $\beta(b) = 0$. The function

\[
\beta(t) = \delta \frac{\varphi_1(t; q_0)}{\|\varphi_1(\cdot; q_0)\|_\infty},
\]

is such that $\beta \in W^{2,1}(a,b)$, $\beta > 0$, $\beta(a) = 0$ and $\beta(b) = 0$. Further, for a.e. $t \in [a,b]$ and all $u \in [0, \beta(t)]$

\[
\beta''(t) + f(t, u) \leq \beta''(t) + q_0(t) u = -\lambda_1(q_0) \beta(t) + q_0(t)(u - \beta(t)) \leq 0.
\]

The claim follows then from Proposition III-2.4.

**Claim 2** – The problem (0.1) has a $W^{2,1}$-lower solution $\alpha \in W^{2,1}(a,b)$ such that, for all $t \in [a,b]$, $\alpha(t) > \beta(t)$. The proof follows the argument of Claim 2 in the proof of Theorem 1.1.

**Conclusion** – Notice that $\bar{\alpha} = 0$ is a lower solution. From Claim 1 we find a strict upper solution $\beta$ and from Claim 2 a lower solution $\alpha$ such that $\bar{\alpha} < \beta < \alpha$ on $[a,b]$. It follows now from Theorem III-3.10 that there exists a solution $u \geq 0$ such that $u \notin [\beta]$. Hence $u$ is a nontrivial solution.

If moreover (1.5) is satisfied, then $\bar{\alpha} = 0$ is a solution and we deduce from the uniqueness of the solution of the Cauchy problem with zero initial conditions that $u \succ 0$. 
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Remark Notice that assumptions \((H_0^-)\) and \((H_\infty^+)\) alone do not imply the existence of a solution. Consider for example the problem
\[
\begin{align*}
  u'' + 4u - 2 - \sin 2t &= 0, \\
  u(0) &= 0, \quad u(\pi) = 0.
\end{align*}
\]
From Fredholm alternative, one proves this problem has no solution although \(f(t, u) = 4u - 2 - \sin 2t\) satisfies \((H_0^-)\) and \((H_\infty^+)\) with \(q_0 = q_\infty = 1\) and \(f_\infty = 1\).

As in Corollary 1.2, we can write the following consequence of Theorem 1.5.

**Corollary 1.6** Let \(f : [a, b] \times \mathbb{R} \to \mathbb{R}\) be an \(L^1\)-Carathéodory function such that \(f(t, 0) = 0\) on \([a, b]\). Assume that for some \(\gamma_0\) and \(\gamma_\infty \in L^1(a, b)\),
\[
\limsup_{u \to 0^+} \frac{f(t, u)}{u} \leq \gamma_0(t) \leq \left( \frac{\pi}{b-a} \right)^2,
\]
and
\[
\liminf_{u \to +\infty} \frac{f(t, u)}{u} \geq \gamma_\infty(t) \geq \left( \frac{\pi}{b-a} \right)^2
\]
hold uniformly in \(t\).

Then the problem (0.1) has at least one nontrivial solution \(u \geq 0\).

If moreover, there exists \(h \in L^1(a, b)\) such that, for some \(\delta > 0\), all \(u \in [0, \delta]\) and a.e. \(t \in [a, b]\),
\[
|f(t, u)| \leq h(t)u,
\]
then \(u \succ 0\).

**Proof** : We proceed as in the proof of Corollary 1.2 noticing that we can assume \(\inf_{[a,b]} \gamma_0 \geq \epsilon\) so that \(q_0 = \gamma_0 - \epsilon \geq 0\).

Theorem 1.5 can be extended to the separated boundary value problem.

**Theorem 1.7** Let \(a_1, b_1 \in \mathbb{R}\), \(a_2, b_2 \in \mathbb{R}^+\) with \(a_1^2 + a_2^2 > 0\) and \(b_1^2 + b_2^2 > 0\). Assume \(f : [a, b] \times \mathbb{R} \to \mathbb{R}\) is an \(L^1\)-Carathéodory function that satisfies \(f(t, 0) = 0\) on \([a, b]\), \((H_0^-)\) and \((H_\infty^+)\), where \(\varphi_1(\cdot; q)\) is a positive eigenfunction corresponding to \(\lambda_1(q)\), the first eigenvalue of the spectral problem (1.2).

Then the boundary value problem (1.3) has at least one nontrivial solution \(u \geq 0\).

February 19, 2005
If, moreover, there exists \( h \in L^1(a, b) \) such that, for all \( u \in [0, \delta] \) and a.e. \( t \in [a, b] \),
\[
|f(t, u)| \leq h(t) u,
\]
then \( u \succ 0 \).

As for Theorem 1.5 we can use assumptions that refer to the spectral problem (1.4). This gives a result which is equivalent to Theorem 1.5 if \( q_\infty \geq 0 \) as follows from Remark 1.1.

**Theorem 1.8** Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function such that \( f(t, 0) = 0 \) on \([a, b]\), define \( \psi_1(\cdot; r) \) to be a positive eigenfunction corresponding to \( \mu_1(r) \), the first eigenvalue of the spectral problem (1.4), and assume
\[
(\tilde{H}^-_0) \text{ there exist } \delta > 0 \text{ and } r_0 \in L^1(a, b), r_0(t) > 0 \text{ a.e. on } [a, b], \text{ such that } \\
\mu_1(r_0) \geq 1, \text{ and for all } u \in [0, \delta] \text{ and a.e. } t \in [a, b], \\
f(t, u) - r_0(t)u \leq 0;
\]
\[
(\tilde{H}^+_0) \text{ there exist } \rho > 0, f_\infty \text{ and } r_\infty \in L^1(a, b), r_\infty(t) > 0 \text{ a.e. on } [a, b], \text{ such that } \\
\mu_1(r_\infty) \leq 1, \\
\int_a^b f_\infty(t)\psi_1(t; r_\infty) dt > 0, \\
\text{ and for all } u \geq \rho \text{ and a.e. } t \in [a, b], \\
f(t, u) - r_\infty(t)u \geq f_\infty(t).
\]

Then the boundary value problem (0.1) has at least one nontrivial solution \( u \geq 0 \).

If, moreover, there exists \( h \in L^1(a, b) \) such that, for all \( u \in [0, \delta] \) and a.e. \( t \in [a, b] \),
\[
|f(t, u)| \leq h(t) u,
\]
then \( u \succ 0 \).

**Exercise 1.1** Prove the above theorem.

In the above results, we can replace the condition on \( \frac{f(t,u)}{u} \) at infinity by a condition on \( \frac{2}{u^2} \int_0^u f(t, s) \, ds \).
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1. Existence of one solution

Theorem 1.9 Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function that satisfies for some \( a_+ \in L^1(a, b) \), \( \liminf_{u \to +\infty} \frac{f(t, u)}{u} \geq a_+(t) \) uniformly in \( t \in [a, b] \). Assume \( f(t, 0) = 0 \) on \([a, b] \), \((H_0^+)\) and 
\((H_\infty^+)\) there exist \( \rho > 0 \) and \( \gamma_\infty \in L^1(a, b) \) such that for a.e. \( t \in [a, b] \) and all \( u > \rho \)
\[
\frac{2F(t, u)}{u^2} \geq \gamma_\infty(t) \geq \left( \frac{\pi}{b - a} \right)^2,
\]
where \( F(t, u) = \int_0^u f(t, s) \, ds \).

Then the boundary value problem (0.1) has at least one nontrivial solution \( u \geq 0 \).

If, moreover, there exists \( h \in L^1(a, b) \) such that, for all \( u \in [0, \delta] \) and a.e. \( t \in [a, b] \),
\[
|f(t, u)| \leq h(t) u,
\]
then \( u \succ 0 \).

Proof: Construction of a lower solution. Let \( \varphi_1(\cdot, \gamma_\infty) \) be a positive eigenfunction corresponding to \( \lambda_1(\gamma_\infty) \), the first eigenvalue of (1.1) with \( q = \gamma_\infty \). We deduce then from the assumptions that \( \lambda_1(\gamma_\infty) < 0 \). Next, we can find \( k \in L^1(a, b) \) so that for a.e. \( t \in [a, b] \) and all \( u \geq 0 \)
\[
F(t, u) \geq \gamma_\infty(t) \frac{u^2}{2} - k(t).
\]
Hence for any \( u \in H^1_0(a, b), u \geq 0 \), we have
\[
\Phi(u) = \int_a^b \left[ \frac{u^2(t)}{2} - F(t, u(t)) \right] \, dt \leq \int_a^b \left[ \frac{u^2(t)}{2} - \gamma_\infty(t) \frac{u^2(t)}{2} + k(t) \right] \, dt
\]
and we can find \( K \) large enough so that
\[
\Phi(K \varphi_1(t; \gamma_\infty)) \leq \int_a^b \left[ \frac{1}{2} \lambda_1(\gamma_\infty) K^2 \varphi_1^2(t; \gamma_\infty) + k(t) \right] \, dt < \Phi(0).
\]
Let \( r > K \|\varphi_1(\cdot; \gamma_\infty)\|_\infty \) and define
\[
\tilde{f}(t, u) = 0, \quad \text{if } u < 0,
= f(t, u), \quad \text{if } 0 \leq u < r,
= \min\{f(t, r), f(t, u)\}, \quad \text{if } u \geq r,
\]
and
\[
\tilde{F}(t, u) = \int_0^u \tilde{f}(t, s) \, ds
\]
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\[
\tilde{\Phi}(u) = \int_a^b \left( \frac{u'^2}{2} - \tilde{F}(t, u) \right) dt.
\]

It is easy to see that
\[-\tilde{F}(t, u) = 0 \quad \text{if } u < 0,
\geq -\ell(t)u \quad \text{if } u \geq r,
\]
for some \( \ell \in L^1(a, b) \). This implies \( \tilde{\Phi}(u) \) is coercive on \( H_0^1(a, b) \). Hence, it has a minimum \( \alpha \) which is such that
\[
\alpha'' + \tilde{f}(t, \alpha) = 0, \\
\alpha(a) = 0, \quad \alpha(b) = 0.
\]

As \( \min \tilde{\Phi}(u) \leq \tilde{\Phi}(K\varphi_1(; \gamma_\infty)) = \Phi(K\varphi_1(; \gamma_\infty)) < \Phi(0) = \tilde{\Phi}(0) \), it is clear that \( \alpha \neq 0 \). Also, \( \alpha \geq 0 \) as \( \tilde{f}(t, u) = 0 \) for \( u \leq 0 \). At last, we compute
\[
0 = \alpha'' + \tilde{f}(t, \alpha) \leq \alpha'' + f(t, \alpha),
\]
which proves that \( \alpha \) is a lower solution of (0.1).

**Conclusion** – Notice that \( \alpha_1(t) = 0 \) is a lower solution and \( \alpha_1(t) = 0 \leq \alpha(t) \). Next, proceeding as in Claim 1 of Theorem 1.5 we can find a strict \( W^{2,1} \)-upper solution of (0.1), \( \beta(t) = \delta \varphi_1(\cdot; \gamma_0) \| \varphi_1(\cdot; \gamma_0) \|_{\infty} \), such that \( \alpha_1 = 0 \leq \beta \) and \( \alpha \not\leq \beta \).

The proof follows now from Theorem III-3.10. \( \blacksquare \)

### 1.3 The Semipositone Problem

In this section, we consider positive solutions of the parametric problem
\[
\begin{align*}
\alpha'' + sf(u) &= 0, \\
\alpha(a) &= 0, \quad \alpha(b) = 0,
\end{align*}
\tag{1.6}
\]
where \( f(0) \) can be negative. This problem is called the *semipositone problem*.

**Theorem 1.10** Let \( s \in ](\frac{\pi}{b-a})^2, (\frac{2\pi}{b-a})^2[ \). Assume \( f : \mathbb{R} \to \mathbb{R} \) is a continuous function such that
\[
\limsup_{u \to +\infty} \frac{f(u)}{u} \leq \frac{1}{4}
\tag{1.7}
\]
and
\[
f(u) \geq u - m \quad \text{on } [0, \sigma m],
\]
with \( m > 0 \) and \( \sigma = 1 + \frac{1}{\left| \cos(\sqrt{s}(\frac{b-a}{2})) \right|} \).

Then the problem (1.6) has a solution \( u_s > 0 \).
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1. Existence of one solution

Proof: Claim 1 – There exists a $C^2$-lower solution $\alpha \succ 0$ of (1.6). The function

$$\alpha(t) = m \left(1 - \frac{\cos(\sqrt{s}(t - \frac{a+b}{2}))}{\cos(\sqrt{s}(\frac{b-a}{2}))}\right)$$

is such that $\alpha \succ 0$, $\alpha(a) = \alpha(b) = 0$, $\alpha(t) \leq \sigma m$ and

$$\alpha''(t) + sf(\alpha(t)) \geq \alpha''(t) + s(\alpha(t) - m) = 0.$$

Claim 2 – The problem (1.6) has a $C^2$-upper solution $\beta \succeq \alpha$. We deduce from (1.7) that assumption ($H^-\infty$) is satisfied with $q_\infty = \frac{s}{4} + \epsilon$, $f_\infty = -1$ and $\epsilon > 0$ small enough. The upper solution $\beta$ is obtained then as in Claim 2 of the proof of Theorem 1.1.

Conclusion – The proof follows from Theorem II-1.5.

Exercise 1.2 Extend Theorem 1.10 to deal with a function $f$ such that

$$f(u) \geq pu - m \quad \text{on} \quad [0, \sigma m],$$

for some $p > 0$.

Remark With the assumptions of Theorem 1.10 and if $f(0) < 0$, the problem (1.6) has no positive solution for $s > 0$ small. More precisely, if $f(u) \leq ku$ on $\mathbb{R}^+$ and $u \succ 0$ is a solution of (1.6), we compute

$$0 = \int_a^b (u'' + sf(u)) \sin \left(\frac{\pi}{b-a} t\right) dt$$

$$\leq \int_a^b (u'' + sku) \sin \left(\frac{\pi}{b-a} t\right) dt = (sk - (\frac{\pi}{b-a})^2) \int_a^b u \sin \left(\frac{\pi}{b-a} t\right) dt,$$

which is a contradiction if $s > 0$ is small enough.

For large values of $s$, we can write the following result which gives large solutions.

Theorem 1.11 Let $f: \mathbb{R} \to \mathbb{R}$ be a continuous function that satisfies

$$\limsup_{u \to +\infty} \frac{f(u)}{u} \leq 0$$

and for some $r > 0$ and $m > 0$

$$f(u) \geq m \quad \text{on} \quad [r, +\infty[.$$

Then, for $s$ large enough, (1.6) has a solution $u_s \succ 0$ such that

$$\lim_{s \to \infty} \|u_s\|_\infty = +\infty.$$

February 19, 2005
Proof: Claim 1 – For each s large enough the problem (1.6) has a $C^2$-lower solution $\alpha_s > 0$ such that $\|\alpha_s\|_\infty \to \infty$ as $s \to \infty$. Let $k \geq 0$ be such that for any $u \in [0, r]$, $f(u) \geq -k$. Define

$$\tilde{a} = a + \sqrt{\frac{2r}{sk}} \quad \text{and} \quad \tilde{b} = b - \sqrt{\frac{2r}{sk}}.$$ 

The claim is then verified with $\alpha_s(t) = s^2 \left( t - \tilde{a} \right)^2$, if $a \leq t < \tilde{a}$,

$$(t - \tilde{a})(\tilde{b} - t), \quad \text{if} \quad \tilde{a} \leq t < \tilde{b},$$

$$s^2 (b - t)^2, \quad \text{if} \quad \tilde{b} \leq t \leq b.$$ 

Claim 2 – For $s$ as in Claim 1, the problem (1.6) has a $C^2$-upper solution $\beta_s \geq \alpha_s$. We proceed as in Claim 2 of the proof of Theorem 1.10.

Conclusion – The proof follows from Theorem II-1.5.

1.4 A problem with indefinite weight

Consider now the problem

$$u'' + sq(t)g(u) = 0,$$

$$u(a) = 0, \quad u(b) = 0,$$

(1.8)

where $g$ is nonnegative and $q$ can change sign.

**Theorem 1.12** Assume $g : \mathbb{R}^+ \to \mathbb{R}^+$ is a continuous function such that $g(0) > 0$ and $q \in L^1(a, b)$ satisfies

(i) $\int_a^b G(t, r)q(r) dr > 0$ for $t \in ]a, b[,$

where $G(t, r) = \frac{(r-a)(b-t)}{b-a} \quad \text{if} \quad r \in [a, t[ \quad \text{and} \quad G(t, r) = \frac{(t-a)(b-r)}{b-a} \quad \text{if} \quad r \in [t, b[,$

(ii) $\int_a^b (b - r)q(r) dr > 0,$ \quad $\int_a^b (r - a)q(r) dr > 0.$

Then for $s > 0$ small enough, (1.8) has a solution $u_s > 0$ such that

$$\lim_{s \to 0} \|u_s\|_\infty = 0.$$

Proof: Step 1 – Construction of a $W^{2,1}$-lower solution of (1.8) for small values of $s$. Let

$$v_0(t) = \int_a^b G(t, r)|q(r)| dr \quad \text{and} \quad u_0(t) = \int_a^b G(t, r)q(r) dr.$$ 
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1. Existence of one solution

We have

\[-u_0'(b) = \int_a^b \frac{r-a}{b-a} q(r) \, dr > 0\]

and

\[u_0'(a) = \int_a^b \frac{b-r}{b-a} q(r) \, dr > 0.\]

Hence, we can fix \(\epsilon > 0\) small enough so that

\[ \alpha(t) = s(g(0)u_0(t) - \epsilon v_0(t)) \succ 0.\]

Next, we choose \(s > 0\) small enough, i.e. \(\alpha\) small enough, so that for \(t \in [a, b]\)

\[\alpha'' + sq(t)g(\alpha) = s[q(t)(g(\alpha) - g(0)) + |q(t)|\epsilon] > 0.\]

It follows that \(\alpha\) is a \(W^{2,1}\)-lower solution of (1.8).

**Step 2 – Construction of a \(W^{2,1}\)-upper solution of (1.8).** The function \(\beta(t) = s^r v_0(t) > 0\), with \(r \in [0, 1]\), is an upper solution for small values of \(s\) since in this case

\[\beta'' + sq(t)g(\beta) \leq s^r (-|q(t)| + s^{1-r}q(t)g(\beta)) < 0.\]

**Conclusion –** Notice at last that, for small values of \(s\),

\[\alpha(t) \leq sg(0)u_0(t) \leq sg(0)v_0(t) \leq s^r v_0(t) = \beta(t).\]

The theorem follows then from Theorem II-2.4.

**Remark** The hypothesis of Theorem 1.12 are almost optimal. If there exists a family of positive solutions \(u_s(t)\) of (1.8) that tends to zero with \(s\), we have

\[\int_a^b G(t, r)q(r)g(u_s(r)) \, dr \geq \frac{u_s(t)}{s} \geq 0\]

and going to the limit as \(s\) goes to zero, we obtain

\[\int_a^b G(t, r)q(r)g(0) \, dr \geq 0.\]

It follows that \(u_0 \geq 0\) which implies

\[-u_0'(b) = \int_a^b \frac{r-a}{b-a} q(r) \, dr \geq 0\]

and

\[u_0'(a) = \int_a^b \frac{b-r}{b-a} q(r) \, dr \geq 0.\]

Hence, the conditions (i) and (ii) with non-strict inequalities are necessary.
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Another case of interest concerns radial solutions of the Laplacian. Here we have to consider a mixed problem

\[(t^n u')' + st^n q(t)g(u) = 0,\]
\[u'(0) = 0, \ u(1) = 0. \quad (1.9)\]

**Exercise 1.3** Let \( g : \mathbb{R}^+ \to \mathbb{R}^+ \) be a continuous function such that \( g(0) > 0, n \in \mathbb{N} \) and assume \( q \in L^1(0,1) \) satisfies

(i) \[\int_0^1 \frac{1}{r^n} \left( \int_0^r \sigma^n q(\sigma) \, d\sigma \right) \, dr > 0 \quad \text{for } t \in [0,1];\]

(ii) \[\int_0^1 r^n q(r) \, dr > 0.\]

Then prove that for \( s > 0 \) small enough, (1.9) has a solution \( u_s \succ 0 \) such that

\[\lim_{s \to 0} \|u_s\|_\infty = 0.\]

## 2 Some multiplicity results

### 2.1 The sub-superlinear case

Multiplicity results can be obtained if the nonlinearity crosses twice the first eigenvalue. The sub-superlinear case concerns a nonlinearity with a “slope” which is greater than the first eigenvalue both at 0 and at +\( \infty \). Such an assumption alone does not imply the existence of solutions as can be seen from the example

\[u'' + 4u + 2 + \sin 2t = 0,\]
\[u(0) = 0, \ u(\pi) = 0.\]

We have to add assumptions that force a “double crossing” of the first eigenvalue.

**Theorem 2.1** Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) satisfy an \( L^1 \)-Carathéodory condition, \((H^+_1)\) and \((H^+_\infty)\), where \( \varphi_1(\cdot; q) \) is a positive eigenfunction corresponding to \( \lambda_1(q) \), the first eigenvalue of the spectral problem (1.1). Assume there exists a strict \( W^{2,1} \)-upper solution \( \beta \succ 0 \) of (0.1).

Then the problem (0.1) has at least two solutions \( u_1 \succ 0 \) and \( u_2 \geq u_1 \).

**Proof : Claim 1 – There exists \( \alpha, a W^{2,1} \)-lower solution of (0.1) such that \( 0 \prec \alpha \leq \beta \).** Define

\[\alpha(t) = A \frac{\varphi_1(t; q_0)}{\left\| \varphi_1(\cdot; q_0) \right\|_\infty},\]
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with \(0 < A < \delta\) small enough so that \(\alpha \leq \beta\). We know that \(\varphi_1(\cdot; q_0) > 0\), i.e. \(\alpha > 0\), and

\[
\alpha'' + f(t, \alpha) \geq \alpha'' + q_0(t)\alpha = -\lambda_1(q_0)\alpha \geq 0.
\]

**Claim 2** – There exists \(k \geq \beta\) such that for all solution \(u > \alpha\) of

\[
\begin{align*}
\alpha'' + f(t, u) &\leq 0, \\
u'' + f(t, u) &\leq 0, \\
u(a) = 0, \quad u(b) = 0,
\end{align*}
\]

we have \(u(t) < k\) on \([a, b]\). Suppose that, for any \(n\), there exists a solution \(u_n \geq \alpha\) of (2.1) such that \(\max_{[a, b]} u_n(t) \geq n\). Let us write \(u_n(t) = \tilde{u}_n(t) + u_n\varphi_1(t; q_\infty)\), where \(\int_a^b (\tilde{u}_n(t)\varphi_1'(t; q_\infty) - q_\infty(t)\tilde{u}_n(t)\varphi_1(t; q_\infty)) \, dt = 0\). From Proposition A.4.5, we can write, for some \(K \geq 0\),

\[
\|\tilde{u}_n\|_\infty \leq K \int_a^b [\tilde{u}_n'' + q_\infty \tilde{u}_n + \lambda_1(q_\infty)\tilde{u}_n|\varphi_1(\cdot; q_\infty) dt \\
\leq K \int_a^b [u_n'' + q_\infty u_n + \lambda_1(q_\infty)u_n] \varphi_1(\cdot; q_\infty) dt \\
\leq K [2 \int_a^b (u_n'' + q_\infty u_n + \lambda_1(q_\infty)u_n)^+ \varphi_1(\cdot; q_\infty) dt \\
- \int_a^b (u_n'' + q_\infty u_n + \lambda_1(q_\infty)u_n) \varphi_1(\cdot; q_\infty) dt] \\
\leq 2K \int_a^b (u_n'' + q_\infty u_n + \lambda_1(q_\infty)u_n)^+ \varphi_1(\cdot; q_\infty) dt.
\]

As

\[u_n'' + q_\infty(t)u_n + f_\infty(t) \leq -f(t, u_n) + q_\infty(t)u_n + f_\infty(t)\]

we obtain

\[
u_n'' + q_\infty(t)u_n + f_\infty(t) \leq 0,
\]

if \(u_n(t) \geq \rho\),

\[
\leq h_\rho(t) + |q_\infty(t)|\rho + |f_\infty(t)|,
\]

if \(u_n(t) \in [\alpha(t), \rho]\),

and

\[
\|\tilde{u}_n\|_\infty \leq 2K \int_a^b [h_\rho(t) + |q_\infty(t)|\rho + |f_\infty(t)||\varphi_1(t; q_\infty) dt.
\]

It follows that \(\tilde{u}_n \to +\infty\) and \(u_n(t) \to +\infty\) for all \(t \in ]a, b[\). Since

\[
f(t, u_n(t)) - q_\infty(t)u_n(t) - \lambda_1(q_\infty)u_n(t)
\geq - h_\rho(t) - |q_\infty(t)|\rho - |\lambda_1(q_\infty)|\rho
\geq f_\infty(t) - \lambda_1(q_\infty)u_n(t) \geq f_\infty(t)
\]

if \(u_n(t) \in [\alpha(t), \rho]\),

\[\text{if } u_n(t) \geq \rho,
\]
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we can use Fatou’s Lemma and obtain the contradiction

\[
0 = \lim_{n \to \infty} \int_{a}^{b} -[u''_n(t) + q_\infty(t)u_n(t) + \lambda_1(q_\infty)u_n(t)] \varphi_1(t; q_\infty) \, dt \\
\geq \lim_{n \to \infty} \int_{a}^{b} [f(t, u_n(t)) - q_\infty(t)u_n(t) - \lambda_1(q_\infty)u_n(t)] \varphi_1(t; q_\infty) \, dt \\
\geq \int_{a}^{b} \liminf_{n \to \infty} [f(t, u_n(t)) - q_\infty(t)u_n(t) - \lambda_1(q_\infty)u_n(t)] \varphi_1(t; q_\infty) \, dt \\
\geq \int_{a}^{b} f_\infty(t) \varphi_1(t; q_\infty) \, dt > 0.
\]

**Conclusion** – From Theorem III-2.12, problem (0.1) has at least two solutions \( u_1 \geq u_2 \geq \alpha > 0 \).

For systems controlled by non-negative coefficients \( q_0 \) and \( q_\infty \), we can reformulate Theorem 2.1 using the spectral problem (1.4).

**Theorem 2.2** Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) satisfy an \( L^1 \)-Carathéodory condition, \((H^+_0)\) and \((H^-_\infty)\), where \( \psi_1(\cdot; q) \) is a positive eigenfunction corresponding to \( \mu_1(q) \), the first eigenvalue of the spectral problem (1.4). Assume there exists a strict \( W^{2,1} \)-upper solution \( \beta > 0 \) of (0.1).

Then the problem (0.1) has at least two solutions \( u_1 > 0 \) and \( u_2 \geq u_1 \).

The next result gives conditions under which we have the required strict upper solution.

**Proposition 2.3** Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) satisfy an \( L^1 \)-Carathéodory condition. Let \( r \in L^1(a, b) \), \( r(t) > 0 \) a.e. on \([a, b]\), and assume that \( \mu_1(r) \), the first eigenvalue of (1.4), satisfies \( \mu_1(r) \geq 1 \). Suppose that there exist \( M > m > 0 \) such that, for a.e. \( t \in [a, b] \) and all \( u \in ]m, M[\)

\[
f(t, u) \leq r(t)(u - m).
\]

Then the problem (0.1) has a strict \( W^{2,1} \)-upper solution \( \beta \) such that \( \beta(t) \in [m, M] \) for every \( t \in [a, b] \).

**Proof**: Let \( \psi_1(\cdot; r) \) be a positive eigenfunction of (1.4) corresponding to \( \mu_1(r) \) such that \( \|\psi_1(\cdot; r)\|_\infty \leq M - m \). Then \( \beta = \psi_1(\cdot; r) + m \) is a strict upper solution. Indeed, for a.e. \( t \in [a, b] \) and all \( u \in ]m, \beta(t)[\)

\[
\beta'' + f(t, u) \leq \psi''_1(\cdot; r) + r(t)(u - m) \leq -r(t)\mu_1(r)\psi_1(\cdot; r) - (u - m) \leq 0
\]
and \( \beta(a) = \beta(b) = m > 0 \). The proof follows now from Proposition III-2.4.
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2. Some multiplicity results

The next result gives a simple alternative condition that implies the existence of a strict upper solution.

**Proposition 2.4** Let \( f: [a, b] \times \mathbb{R} \to \mathbb{R} \) satisfy an \( L^1 \)-Carathéodory condition and assume there exist \( R > 0, D > 0 \) such that, for a.e. \( t \) and all \( s \in [0, R] \), we have

\[
f(t, s) \leq D
\]

with

\[
(b - a)^2 \leq \frac{8R}{D}.
\]

Then

\[
\beta(t) = \frac{4R}{(b - a)^2}(t - a)(b - t),
\]

is either a strict \( W^{2,1} \)-upper solution of (0.1) or a solution.

**Proof:** The proof follows rightaway from Proposition III-2.4.

As above, the reader can prove as an exercise the following extension to the separate boundary value problem.

**Theorem 2.5** Let \( a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0 \) and \( b_1^2 + b_2^2 > 0 \). Assume \( f: [a, b] \times \mathbb{R} \to \mathbb{R} \) satisfies an \( L^1 \)-Carathéodory condition, \((H^+_0)\) and \((H^+_\infty)\), where \( \varphi_1(\cdot; q) \) is a positive eigenfunction corresponding to \( \lambda_1(q) \), the first eigenvalue of the spectral problem (1.2). Assume further there exists a strict \( W^{2,1} \)-upper solution \( \beta > 0 \) of (1.3).

Then the problem (1.3) has at least two solutions \( u_1 > 0 \) and \( u_2 \geq u_1 \).

### 2.2 The super-sublinear case

We can work out a situation symmetric to the preceding one, the super-sublinear case, where the “slope” of \( f \) is smaller than the first eigenvalue both at 0 and at +\( \infty \). In this case also we have to impose assumptions that force a real double crossing of the eigenvalue if we want a multiplicity result. This is clear from the example

\[
u'' + \frac{1}{4}u = 0, \quad u(0) = 0, \quad u(\pi) = 0.
\]

Using the idea of Section 2.1, we shall assume existence of a strict lower solution. Such an assumption will not be sufficient to ensure multiple solutions as follows from the following example

\[
u'' - 2|u - 2| = -2, \quad u(0) = 0, \quad u(T) = 0.
\]
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It can be seen from a phase plane analysis that there exists $T_0 < \sqrt{2}\pi$ so that for $T \in [T_0, \sqrt{2}\pi]$ this problem has two positive solutions and for $T > \sqrt{2}\pi$ only one. Nevertheless, there exists a strict lower solution. For example, if $\sqrt{2}\pi < T < 2\sqrt{2}\pi$, we can use $\alpha(t) = \max\{1 - \cos 2t, 1 - \cos \sqrt{2}(T - t)\}$.

To obtain multiple positive solutions, we will assume further $f(t,0) = 0$. Notice that $(H^-_0)$ already implies $f(t,0) \leq 0$.

**Theorem 2.6** Let $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function such that $f(t,0) = 0$. Assume $(H^-_0)$, $(H^-_\infty)$ hold with $\lambda_1(q)$ and $\varphi_1(\cdot; q)$ the first eigenvalue and the corresponding positive eigenfunction of the spectral problem (1.1). Assume further there exists a strict $W^{2,1}$-lower solution $\alpha \geq 0$ of (0.1).

Then the problem (0.1) has two solutions $u_1$ and $u_2$ such that

$$0 \leq u_1 < u_2 \quad \text{and} \quad u_2 > 0.$$  

**Proof**: Step 1 – Lower solutions. Notice that $\alpha_1 = 0$ and $\alpha_2 = \alpha$ are $W^{2,1}$-lower solutions, $\alpha_2$ being strict, and $\alpha_1 \leq \alpha_2$.

Step 2 – Upper solutions. As in Claim 1 of the proof of Theorem 1.5, we deduce from $(H^-_0)$ the existence of a strict $W^{2,1}$-upper solution of (0.1) $\beta_1 \in W^{2,1}(a,b)$ such that $\beta_1 \geq \alpha_1 = 0$ and $\beta_1 \neq \alpha_2$.

Also, as in Claim 2 of the proof of Theorem 1.1, we deduce from $(H^-_\infty)$ the existence of a $W^{2,1}$-upper solution $\beta_2 \in W^{2,1}(a,b)$ such that $\beta_2 \geq \alpha_2$ and $\beta_2 \geq \beta_1$.

Conclusion – From Theorem III-2.11, problem (0.1) has three solutions $u_0$, $u_1$ and $u_2$ such that

$$0 \leq u_0 \leq u_1 \leq u_2.$$  

Notice that $u_0$ can be the zero solution so that we only proved the existence of two nontrivial solutions.

**Corollary 2.7** Let $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ be an $L^1$-Carathéodory function such that

$$\lim_{u \to 0^+} \frac{f(t,u)}{u} = 0 \quad \text{and} \quad \lim_{u \to +\infty} \frac{f(t,u)}{u} = 0$$

uniformly in $t$. Assume moreover there exist $M^* > M > m > 0$ such that for a.e. $t \in [a,b]$ and all $u \in [0,m]$

$$f(t,u) \geq 0$$
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and for a.e. \( t \in [a, b] \) and all \( u \in [m, M^*] \)

\[
f(t, u) > \frac{2}{(b-a)^2} \frac{(2M-m)^2}{M-m}.
\]

Then the problem (0.1) has at least two solutions \( u_1 > 0 \) and \( u_2 \geq u_1 \).

**Proof:** The assumptions \( f(t, 0) = 0, (H^-_0) \) and \( (H^-_\infty) \) follow from (2.2). Next, let \( \tau = \frac{b-a}{2M-m}, \tilde{a} = a + \tau \) and \( \tilde{b} = b - \tau. \) We deduce then from Proposition III-2.3 that

\[
\alpha(t) = \begin{cases} 
\frac{2(2M-m)}{b-a} (t - a) & \text{if } a \leq t < \tilde{a}, \\
\frac{2(2M-m)}{b-a} [\tau + \frac{(t-\tilde{a})(b-t)}{\tilde{a} - \tilde{b}}] & \text{if } \tilde{a} \leq t < \tilde{b}, \\
\frac{2(2M-m)}{b-a} (b - t) & \text{if } \tilde{b} \leq t \leq b,
\end{cases}
\]

is a strict \( W^{2,1} \)-lower solution. The existence of two solutions \( 0 \leq u_1 \leq u_2 \) follows now from Theorem 2.6. Clearly, \( u = 0 \) is a solution. However, (2.2) implies uniqueness of solutions of the Cauchy problem with initial conditions \( u(t_0) = u'(t_0) = 0 \) so that \( u_1(t) > 0. \)

As an exercise, we can prove the following extension of Theorem 2.6.

**Theorem 2.8** Let \( a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+ \) with \( a_1^2 + a_2^2 > 0 \) and \( b_1^2 + b_2^2 > 0. \) Assume \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is an \( L^1 \)-Carathéodory function such that \( f(t, 0) = 0 \) and \( (H^-_0), (H^-_\infty) \) hold with \( \lambda_1(q) \) and \( \varphi_1(\cdot; q) \) the first eigenvalue and the corresponding positive eigenfunction of the spectral problem (1.2).

Assume further there exists a strict \( W^{2,1} \)-lower solution \( \alpha \geq 0 \) of (1.3). Then the problem (1.3) has two solutions \( u_1 \) and \( u_2 \) such that

\[
0 \leq u_1 \leq u_2 \quad \text{and} \quad u_2 > 0.
\]

### 2.3 Applications of Variational Equations

Using the variational equation of (0.1) along a solution \( u \) we can obtain other types of multiplicity results.

**Theorem 2.9** Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be a continuous function and assume there exist \( \alpha \) and \( \beta \geq \alpha \) which are \( C^2 \)-lower and upper solutions of (0.1) but not solutions of (0.1).

Assume also there exists a solution \( u_0 \) of (0.1), with \( \alpha \leq u_0 \leq \beta \), so that \( \frac{\partial f}{\partial u}(t, u) \) exists and is continuous in a neighbourhood of \( \{(t, u_0(t)) \mid t \in [a, b]\}. \) Assume at last that the solution of

\[
y'' + \frac{\partial f}{\partial u}(t, u_0(t)) y = 0, \quad y(a) = 0, \quad y'(a) = 1, \quad (2.3)
\]
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has a zero on \([a, b]\).

Then the boundary value problem (0.1) has, aside from \(u_0\), at least two additional solutions \(u_1\) and \(u_2\) with \(\alpha < u_1 < u_0 < u_2 < \beta\).

**Remark** Define \(M\) to be such that \(\frac{\partial f}{\partial u}(t, u_0(t)) + M > 0\). To require that the solution of (2.3) has a zero on \([a, b]\) is equivalent to require that the first eigenvalue \(\lambda_1\) of

\[
-u'' + Mu = \lambda(\frac{\partial f}{\partial u}(t, u_0(t)) + M)u,
\]

\[u(a) = 0, \quad u(b) = 0,
\]

satisfies \(\lambda_1 < 1\).

Let \(\varphi_1\) be the eigenfunction corresponding to \(\lambda_1\) and \(y\) be the solution of (2.3). For any \(t \in [a, b]\), we have

\[
y'(t)\varphi_1(t) - y(t)\varphi_1'(t) = \int_a^t (y''\varphi_1 - \varphi_1'y)(s) \, ds
\]

\[= (\lambda_1 - 1) \int_a^t (\frac{\partial f}{\partial u}(s, u_0(s)) + M)y(s)\varphi_1(s) \, ds.
\]

If \(y\) is positive on \([a, b]\), evaluating (2.4) for \(t = b\) we obtain \(\lambda_1 \geq 1\) and if \(y\) has a first zero \(t_1 \in [a, b]\), an evaluation of (2.4) for \(t = t_1\) leads to \(\lambda_1 < 1\). The result follows.

**Proof of Theorem 2.9** : As \(\alpha\) and \(\beta\) are not solutions, arguing as in Proposition III-2.7, we can prove that \(\alpha < u_0 < \beta\).

Next, using the above remark, we can find \(\epsilon > 0\) and \(\delta > 0\) such that \(\frac{\partial f}{\partial u}(t, u_0(t)) + M - \epsilon > 0\), the first eigenvalue \(\lambda_1(\epsilon)\) of

\[
-y'' + My = \lambda_1(\epsilon)(\frac{\partial f}{\partial u}(t, u_0(t)) + M - \epsilon)y,
\]

\[y(a) = 0, \quad y(b) = 0,
\]

satisfies \(\lambda_1(\epsilon) < 1\) and, for all \(v\) with \(|v| < \delta\) and all \(t \in [a, b]\), we have

\[
\frac{\partial f}{\partial u}(t, u_0(t) + v) \geq \frac{\partial f}{\partial u}(t, u_0(t)) - \epsilon.
\]

Denote by \(\psi_1 \succ 0\) the eigenfunction of (2.5) corresponding to \(\lambda_1(\epsilon)\) with \(\|\psi_1\|_{\infty} = 1\). It is then easy to see, using Propositions III-2.3 and III-2.4, that \(\alpha_1 = u_0 + \frac{\delta}{2}\psi_1\) and \(\beta_1 = u_0 - \frac{\delta}{2}\psi_1\) are strict lower and upper solutions of (0.1). Decreasing \(\delta\) if necessary, we have \(\alpha < \beta_1 < \alpha_1 < \beta\) and we conclude by Theorem III-2.11. 
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2. Some multiplicity results

When we have a lower and an upper solution \( \alpha \leq \beta \), another way to “cross” the first eigenvalue is to ask that the minimal solution \( u_{\text{min}} \) and the maximal solution \( u_{\text{max}} \) satisfy \( u_{\text{min}} < u_{\text{max}} \). We deduce from Theorem VII-3.5 that problem (0.1) has a unique solution if the slope of \( f \) is always strictly smaller than \( \lambda_1 \). On the other hand, if the slope of \( f \) is always strictly greater than \( \lambda_1 \), we have \( \alpha = \beta \) and hence \( u_{\text{min}} = u_{\text{max}} \).

**Theorem 2.10** Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be continuous and \( \alpha \) and \( \beta \) be lower and upper solutions of (0.1) such that \( \alpha \leq \beta \). Assume the minimal and maximal solutions \( u_{\text{min}} \) and \( u_{\text{max}} \) are such that \( \alpha \prec u_{\text{min}} \prec u_{\text{max}} \prec \beta \) and let \( \frac{\partial f}{\partial u}(t, u) \) be continuous in a neighbourhood of \( \{(t, u_{\text{min}}(t)) \mid t \in [a, b]\} \cup \{(t, u_{\text{max}}(t)) \mid t \in [a, b]\} \). Then the boundary value problem (0.1) has at least three solutions \( u_{\text{min}} < u < u_{\text{max}} \) provided the boundary value problem

\[
\begin{align*}
     y'' + \frac{\partial f}{\partial u}(t, v(t))y &= 0, \\
     y(a) &= 0, \quad y(b) = 0,
\end{align*}
\]

has only the trivial solution for \( v = u_{\text{min}} \) and \( u_{\text{max}} \).

**Proof:** Let \( M \) be such that \( \frac{\partial f}{\partial u}(t, u_{\text{min}}(t)) + M > 0, \frac{\partial f}{\partial u}(t, u_{\text{max}}(t)) + M > 0 \). By assumption, the eigenvalue problem

\[
\begin{align*}
     -y'' + My &= \lambda(\frac{\partial f}{\partial u}(t, u_{\text{min}}(t)) + M)y, \\
     y(a) &= 0, \quad y(b) = 0,
\end{align*}
\]

is such that \( \lambda_1(u_{\text{min}}) \neq 1 \).

If \( \lambda_1(u_{\text{min}}) < 1 \), we prove arguing as in Theorem 2.9 that the problem (0.1) has a solution \( \bar{u} \) such that

\[
\alpha \leq \bar{u} < u_{\text{min}}.
\]

This contradicts the definition of \( u_{\text{min}} \) and hence \( \lambda_1(u_{\text{min}}) > 1 \).

In the same way we prove that \( \lambda_1(u_{\text{max}}) > 1 \).

As \( \lambda_1(u_{\text{min}}) > 1 \) and \( \lambda_1(u_{\text{max}}) > 1 \), we construct as in Theorem 2.9, \( \alpha_1 \) and \( \beta_1 \) strict lower and upper solutions of (0.1) such that

\[
\alpha < u_{\text{min}} < \alpha_1 < \beta_1 < \alpha_1 < u_{\text{max}} < \beta.
\]

Existence of a third solution \( u \) follows now from Theorem III-2.11. Further \( u_{\text{min}} < u \) since otherwise, there exists \( t_0 \in [a, b] \) so that \( u(t_0) = u_{\text{min}}(t_0) \) and \( u'(t_0) = u'_{\text{min}}(t_0) \). From uniqueness of solutions of the Cauchy problem, we come to the contradiction \( u = u_{\text{min}} \). Similarly, we have \( u < u_{\text{max}} \).

**Remark** This result is also true for two ordered solutions \( u_1 < u_2 \) (not necessarily the maximum and minimum ones) but then we loose the localization \( u_1 < u < u_2 \).
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3 Parametric problems

In this section, we study the parametric problem

\[ u'' + sf(t, u) = 0, \]
\[ u(0) = 0, \quad u(1) = 0, \]

(3.1)

in case \( f \) and \( s \) are nonnegative. With such an assumption, nontrivial solutions are positive, i.e. \( u > 0 \). We noticed in Section II-4 that for such a Dirichlet problem it is natural to allow \( f \) to be singular, i.e. to satisfy \( \mathcal{A} \)-Carathéodory conditions. This section is written with this setting. Our first result establishes existence of at least one solution for small values of the parameter \( s \).

**Theorem 3.1** Let \( f : [0, 1] \times \mathbb{R} \to \mathbb{R}^+ \) satisfy \( \mathcal{A} \)-Carathéodory conditions and assume \( f(t, 0) \neq 0 \).

Then there exists \( s_1 \in ]0, \infty[ \cup \{ \infty \} \) such that

(a) for any \( s \in ]0, s_1[ \), (3.1) has at least one positive solution;

(b) for any \( s > s_1 \), (3.1) has no solution.

**Proof:** Claim 1: for any \( s > 0 \) small enough, there is a positive solution \( u_s \) of (3.1). Let \( h \in \mathcal{A} \) be such that

\[ \text{for a.e. } t \in [0, 1], \quad \forall u \in [0, 1], \quad |f(t, u)| \leq h(t). \]

Define \( \beta_1 \) to be the solution of

\[ \beta_1'' + h(t) = 0, \]
\[ \beta_1(0) = 0, \quad \beta_1(1) = 0. \]

From Proposition II-4.1, we know that

\[ \beta_1(t) \geq 0 \quad \text{and} \quad ||\beta_1||_\infty \leq ||h||_\mathcal{A}. \]

Next, we choose \( \hat{s} > 0 \) small enough so that \( \hat{s}||h||_\mathcal{A} \leq 1 \) and define, for \( s \in ]0, \hat{s}[ \), \( \beta := s\beta_1. \) We compute then

\[ \beta'' + sf(t, \beta) = s(f(t, \beta) - h(t)) \leq 0. \]

Hence, \( \alpha = 0 \) and \( \beta \geq \alpha \) are \( W^{2,1} \)-lower and upper solutions for (3.1) and the claim follows from Theorem II-4.2.
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Claim 2 : Define \( s_1 = \sup\{s \mid (3.1) \text{ has a solution} \} \in ]0, \infty[ \cup \{\infty\} \). Then for any \( \bar{s} \in ]0, s_1[ \) problem (3.1) has a positive solution. From Claim 1, it follows that \( s_1 > 0 \). Let us fix \( \bar{s} \in ]0, s_1[ \) and \( s^* \in [\bar{s}, s_1] \) such that (3.1), with \( s = s^* \), has a solution \( u^* \), which has to be positive. Notice that \( \alpha = 0 \) and \( \beta = u^* \) are \( W^{2,1} \)-lower and upper solutions for (3.1), with \( s = \bar{s} \), and the claim follows from Theorem II-4.2.

Remarks
(a) If in the proof of Claim 1 we let \( s \) go to zero, we have that \( ||\beta||_{\infty} \) and hence \( ||u_s||_{\infty} \) goes to zero. This shows there is, in the space \((u, s)\), a “branch” of solutions that goes out of the origin.

Further, if we assume \( f \in C^1([0,1] \times \mathbb{R}) \), we can apply the implicit function theorem to the equation
\[
\Phi(s, u) = u'' + sf(t, u) = 0
\]
and prove that this “branch” is actually a curve parametrized by \( s \).

(b) If \( s_1 < s_2 \), it follows from the proof of Claim 2 that there exist corresponding solutions \( u_1 \) and \( u_2 \) which are ordered : \( u_1 \leq u_2 \). It can also be proved that for any \( r \in ]0, s_1[ \) there exists a minimal positive solution \( u_r \) which is an increasing function of \( r \), i.e. \( r_1 \leq r_2 \) implies that, for all \( t \in [0,1] \), \( u_{r_1}(t) \leq u_{r_2}(t) \).

Example 3.1 If we consider the example
\[
\begin{align*}
  u'' + \frac{s}{t} &= 0, \\
  u(0) &= 0, \quad u(1) = 0,
\end{align*}
\]
whose solution is \( u(t) = st\ln(1/t) \), it is clear that solutions do not have in general bounded derivatives.

Example 3.2 Notice that the condition \( f(t, 0) \neq 0 \) is essential. The theorem does not hold for the problem
\[
\begin{align*}
  u'' + s|u| &= 0, \\
  u(0) &= 0, \quad u(1) = 0.
\end{align*}
\]

Example 3.1 has a positive solution for any \( s > 0 \). Hence without additional assumptions we might have \( s_1 = +\infty \). The next result gives conditions so that \( s_1 \in \mathbb{R}^+ \).
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Theorem 3.2 Let \( f : [0, 1] \times \mathbb{R} \to \mathbb{R}^+ \) satisfy \( \mathcal{A} \)-Carathéodory conditions. Assume \( f(t, 0) \neq 0 \) and there exists \( k \in L^\infty(0, 1) \) such that \( k \geq 0, \) \( k(t) \neq 0 \) and

\[
\text{for a.e. } t \in [0, 1], \forall u \geq 0, \quad f(t, u) \geq k(t)u. 
\]

Then there exists \( s_1 \in \mathbb{R}^+_0 \) such that
(a) for any \( s \in ]0, s_1[ \), (3.1) has at least one positive solution;
(b) for any \( s > s_1 \), (3.1) has no solution.

Proof: From Theorem 3.1, it is enough to prove that for \( s > 0 \) large enough, there is no solution of (3.1). Consider the eigenvalue problem

\[
\begin{align*}
u'' + \lambda k(t)u &= 0, \\
u(0) &= 0, \quad u(1) = 0,
\end{align*}
\]

and let \( \lambda_1 > 0 \) and \( \varphi_1 \) be its first eigenvalue and eigenfunction. Assume there exists a solution \( u \) of (3.1) with \( s > \lambda_1 \). We compute

\[
0 = \int_0^1 \frac{d}{dt}(u'(t)\varphi_1(t) - u(t)\varphi_1'(t)) \, dt \leq \int_0^1 (\lambda_1 - s)k(t)u(t)\varphi_1(t) \, dt < 0,
\]

which is impossible. \( \blacksquare \)

Remarks (a) Notice there is no point to assume that \( k \in \mathcal{A} \), since we can replace \( k(t) \) by \( \min\{k(t), 1\} \), which is in \( L^\infty(0, 1) \).

(b) It follows from the proof that \( s_1 \leq \lambda_1 \). Hence, in case \( k \) is constant, \( \lambda_1 = \pi^2/k \) and there is no solution if \( s \in ]\pi^2/k, \infty[ \).

Example 3.3 The type of problem we consider can have unique solutions as it is clear from the example

\[
\begin{align*}
u'' + s(u + 1)_+ &= 0, \\
u(0) &= 0, \quad u(1) = 0,
\end{align*}
\]

whose solution

\[
u(t) = \frac{\cos(\sqrt{s}(t - 1/2))}{\cos(\sqrt{s}/2)} - 1,
\]

is unique and defined for \( s \in ]0, \pi^2[ \).
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To better understand the role of the lower bound on \( f(t, u) \), we can write the following modification of Theorem 3.2.

**Proposition 3.3** Let \( f : [0,1] \times \mathbb{R} \to \mathbb{R}^+ \) satisfy \( A \)-Carathéodory conditions. Assume \( f(t, 0) \neq 0 \) and there exists a continuous function \( g : \mathbb{R} \to \mathbb{R}^+ \) such that

\[
\begin{align*}
(i) & \quad \sup_{u_0>0} \int_0^{u_0} \frac{du}{\sqrt{G(u_0) - G(u)}} < +\infty, \text{ where } G(u) := \int_0^u g(v) \, dv; \\
(ii) & \quad \liminf_{u \to 0^+} \frac{g(u)}{u} > 0; \\
(iii) & \quad \text{for a.e. } t \in [0,1], \forall u \geq 0, \quad f(t, u) \geq g(u).
\end{align*}
\]

Then there exists \( s_1 \in \mathbb{R}_0^+ \) such that

(a) for any \( s \in [0, s_1[ \), (3.1) has at least one positive solution;

(b) for any \( s > s_1 \), (3.1) has no solution.

**Proof:** Assumption (ii) is such that for a small enough and \( s \) large enough, \( \alpha(t) = a \sin \pi t \) is a \( W^{2,1} \)-lower solution of

\[
\begin{align*}
u'' + sg(u) &= 0, \\
u(0) &= 0, \quad u(1) = 0.
\end{align*}
\]

Any solution \( u \) of (3.1) is a \( W^{2,1} \)-upper solution for (3.2). Hence if \( s_1 = \infty \), we deduce from Theorem II-4.2 that the problem (3.2) has solutions for any large value of \( s \). But this is impossible since assumption (i) and an usual time-map argument imply that for \( s \) large enough, (3.2) has no solution.

We can obtain more precise results for linearly bounded nonlinearities.
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Proposition 3.4 Let \( f : [0, 1] \times \mathbb{R} \to \mathbb{R}^+ \) satisfy \( L^\infty \)-Carathéodory conditions. Assume \( f(t, 0) \neq 0 \) and for some \( a > 0, b > 0 \) and all \( u \geq 0 \)

\[
f(t, u) \leq a + bu.
\]

Then, for \( s \in ]0, \frac{\pi^2}{b}[, (3.1) has a positive solution.

Proof: Take \( \beta(t) = B(\cos \sqrt{sb}(t - \frac{1}{2}) - \cos \frac{\sqrt{sb}}{2}) \geq 0 \) and compute for \( B \) large enough

\[
\beta''(t) + sf(t, \beta(t)) \leq -sbB \cos \sqrt{sb}(t - \frac{1}{2}) + s[a + bB(\cos \sqrt{sb}(t - \frac{1}{2}) - \cos \frac{\sqrt{sb}}{2})]
\]

\[
= s[a - bB \cos \frac{\sqrt{sb}}{2}] < 0.
\]

The proof follows now from Theorem II-2.4 with \( \alpha(t) = 0 \). ■

The situation is somewhat different if \( f \) is asymptotically linear near the origin as follows from the following result.

Proposition 3.5 Let \( f : [0, 1] \times \mathbb{R} \to \mathbb{R}^+ \) satisfy \( A \)-Carathéodory conditions. Assume that for some \( c \in [0, \infty[, d \in [0, \infty][\cup\{+\infty\}, for a.e. t \in [0, 1] \) and all \( u > 0 \)

\[
c \leq \frac{f(t, u)}{u} \leq d.
\]

Then, for \( s \in ]0, \frac{\pi^2}{c}][\cup][\frac{\pi^2}{c}, \infty[, (3.1) has no positive solution.

Proof: Assume \( u \) is a positive solution of (3.1) and let \( v(t) = \sin \pi t \). If \( sc > \pi^2 \), we have the contradiction

\[
0 = \int_0^1 \frac{d}{dt}(u'(t)v(t) - u(t)v'(t)) dt = \int_0^1 \left( \pi^2 - s \frac{f(t, u(t))}{u(t)} \right) u(t)v(t) dt < 0.
\]

Similarly, if \( sd < \pi^2 \), we obtain

\[
0 = \int_0^1 \frac{d}{dt}(u'(t)v(t) - u(t)v'(t)) dt = \int_0^1 \left( \pi^2 - s \frac{f(t, u(t))}{u(t)} \right) u(t)v(t) dt > 0. ■
\]

Notice that the nonexistence of positive solutions for \( s \in ]\frac{\pi^2}{c}, \infty[ \) is essentially the remark (b) after Theorem 3.2.

February 19, 2005
Example 3.4 Consider first the problem
\[ u'' + s(u + h(t)e^{-u})_+ = 0, \quad u(0) = 0, \quad u(1) = 0, \]
where \( h(t) \in [0, 1] \) and \( u_+ = \max(u, 0) \). We have here, with the notations of Propositions 3.4 and 3.5, \( a = 1, \quad b = 1, \quad c = 1, \quad d = \infty \) so that these propositions imply there exists a solution if \( s \in ]0, \pi^2[ \) and no solution if \( s \in ]\pi^2, \infty[, \) i.e. \( s_1 = \pi^2 \).

Example 3.5 Consider next the problem
\[ u'' + s\max(1, u - 1) = 0, \quad u(0) = 0, \quad u(1) = 0. \]
Here \( a = 1, \quad b = 1, \quad c = 1/2, \quad d = \infty \) so that we can deduce from the same Propositions 3.4 and 3.5 there is a solution if \( s \in ]0, \pi^2[ \) and there is no solution if \( s \in ]2\pi^2, \infty[, \) i.e. \( s_1 \in [\pi^2, 2\pi^2] \).

Example 3.6 Another example is
\[ u'' + s(u - 1)_+ = 0, \quad u(0) = 0, \quad u(1) = 0, \]
Here \( c = 0, \quad d = 1 \) and there is no solution if \( s \in ]0, \pi^2[ \).

In the next theorem, we obtain more solutions. To this end, some additional assumptions on the nonlinearity \( f \) are necessary.

Theorem 3.6 Let \( f : [0, 1] \times \mathbb{R} \to \mathbb{R}^+ \) satisfy \( \mathcal{A} \)-Carathéodory conditions and assume that given \( r > 0 \) and \( \eta > 1 \), there exists some \( \epsilon > 0 \) such that
\[ \forall u_1, u \in [0, r] \text{ and for a.e. } t \in [0, 1], \quad u_1 \leq u \leq u_1 + \epsilon \Rightarrow f(t, u) \leq \eta f(t, u_1). \] (3.3)
Suppose \( f(t, 0) \not\equiv 0 \) and further that for some \( k \in L^\infty(0, 1) \) such that \( k \geq 0, \quad k(t) \not\equiv 0, \) and \( a > 0, \) we have
\[ \text{for a.e. } t \in [0, 1], \forall u \geq 0, \quad f(t, u) \geq k(t)(1 + u^a)u. \]

Then there exists \( s_1 \in \mathbb{R}_0^+ \) such that
(a) for any \( s \in ]0, s_1[, \) (3.1) has at least two positive solutions which are ordered;
(b) for \( s = s_1, \) (3.1) has at least one positive solution;
(c) for any \( s > s_1, \) (3.1) has no solution.
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Proof: Define $s_1$ from Theorem 3.2, fix $\bar{s} \in [0, s_1]$ and choose $r_1 \in [\bar{s}, s_1]$. Let $u_1$ be a solution of (3.1) with $s = r_1$ and $\epsilon \in [0, 1]$ be small enough so that for all $u, v \in [0, \|u_1\|_{\infty} + 1]$ and for a.e. $t \in [0, 1]$

$$v \leq u \leq v + \epsilon \Rightarrow f(t, u) \leq \frac{r_1}{s} f(t, v).$$

Arguing as in Proposition III-2.3, we prove that $\beta = u_1 + \epsilon$ is a strict $W^{2,1}$-upper solution of (3.1) with $s = \bar{s}$.

Claim 1: There exists $R_0 > 0$ such that for all positive solutions $u$ of

$$u'' + \bar{s}k(t)u^{1+a} = 0, \quad u(0) = 0, \quad u(1) = 0, \quad (3.4)$$

we have $\|u\|_{\infty} \leq R_0$. Assume by contradiction there exists a sequence $(u_n)_n$ of solutions of (3.4) such that $A_n := \|u_n\|_{\infty} \geq n$. Notice that $u_n(t) \geq A_n \varphi(t)$ with $\varphi(t) = \min\{t, 1-t\}$. Hence, for $n$ large enough, we have the contradiction

$$0 = - \int_0^1 (u_n''(t) + \pi^2 u_n(t)) \sin \pi t \, dt \geq \int_0^1 (\bar{s}k(t)u_n^{1+a}(t) - \pi^2 u_n(t)) \sin \pi t \, dt 
\geq [\bar{s} \left( \int_0^1 k(t)\varphi^{1+a}(t) \sin \pi t \, dt \right) \pi^2 - \pi^2] A_n > 0.$$ 

Claim 2: There exists $R > 0$ such that solutions $u$ of

$$u'' + \bar{s}f(t, u) \leq 0, \quad u(0) = 0, \quad u(1) = 0, \quad (3.5)$$

satisfy $\|u\|_{\infty} \leq R$. Assume the claim is wrong. Hence, there exist solutions $u_n$ of (3.5), such that $\|u_n\|_{\infty} \to +\infty$ as $n \to +\infty$.

Let $\mu_1 > 0$ and $\varphi_1$ be the first eigenvalue and eigenfunction of the problem

$$\varphi_1'' + \mu_1 k(t)\varphi_1 = 0, \quad \varphi_1(1/4) = \varphi_1(3/4) = 0.$$ 

Extend $\varphi_1$ on $[0, 1]$ so that $\varphi_1(t) = 0$ on $[0, 1/4] \cup [3/4, 1]$ and define $\alpha_0 \in W^{2,\infty}(0, 1)$ to be such that its graph is the concave envelop of the graph of $\varphi_1$ on $[0, 1]$. Hence there exist $1/4 < t_0 < t_1 < 3/4$ such that $\alpha_0$ is linear on $[0, t_0]$ and on $[t_1, 1]$, and $\alpha_0(t) = \varphi_1(t)$ on $[t_0, t_1]$. Consider now $\alpha = A\alpha_0$. It is easy to see that if $A$ is large enough

$$\alpha''(t) + \bar{s}k(t)\alpha^{1+a}(t) = Ak(t)\varphi_1(t)(\bar{s}A\varphi_1^a(t) - \mu_1) > 0, \quad \text{on} \quad [t_0, t_1].$$
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Hence, $\alpha$ is a $W^{2,1}$-lower solution for (3.4). Choose now $u_n$ such that $u_n \geq \alpha$ and notice that $u_n$ is a $W^{2,1}$-upper solution for (3.4). If $\|\alpha\|_{\infty} > R_0$, we get, from Theorem II-2.4, a solution of (3.4) with maximum larger than $R_0$, which contradicts Claim 2.

**Claim 3**: Problem (3.1), with $s = \bar{s}$, has at least two solutions. This follows from Theorem III-2.13 using $\beta = u_1 + \epsilon$ as strict upper solution and $\alpha = 0$ as a lower one.

**Claim 4**: for $s = s_1$, (3.1) has at least one solution. Consider a sequence $(s_n) \subset [0, s_1]$ such that $\lim_{n \to \infty} s_n = s_1$ and corresponding solutions $u_n$ of (3.1) with $s = s_n$. From Claim 2 and the $\mathcal{A}$-Carathéodory conditions on $f(t, u)$, there exists $h \in \mathcal{A}$ such that

\[
|u_n'(t)| = s_n \left[ - \int_0^t r f(r, u_n(r)) \, dr + \int_t^1 (1 - r) f(r, u_n(r)) \, dr \right] \\
\leq s_n \left[ \int_0^t r h(r) \, dr + \int_t^1 (1 - r) h(r) \, dr \right] \in L^1(0, 1).
\]

Hence, from Arzelà-Ascoli Theorem, there exists a subsequence $(u_{n_i})$ which converges in $C([0, 1])$ to some function $v_0$. From the closedness of the derivative, $v_0 \in W^{2,1}_{\text{loc}}(0, 1)$ and satisfies (3.1), with $s = s_1$.

**Fig. 2**: Theorem 3.6

**Remarks**

(a) Notice that condition (3.3) is satisfied if $f(t, u)$ is continuous and $f(t, u) > 0$ on $[0, 1] \times [0, +\infty]$. However condition (3.3) is somewhat restrictive if $f(t, u)$ takes zero value as follows from the example $f(t, u) = \sin^2 2\pi t + u(1 + u^2)$ which does not satisfy (3.3).

(b) If $f \in C^1([0, 1] \times \mathbb{R})$, we can arrange the two solutions $u_s$ and $v_s$ such that $\|u_s\|_{\infty} \to 0$ and $\|v_s\|_{\infty} \to \infty$ as $s \to 0$. Indeed, if some subsequence...
of \( (\|v_s\|_\infty)_s \) is bounded as \( s \to 0 \), then for some sub-subsequence \( v_s \to v \) in \( C([0,1]) \) and \( v \) satisfies \( v''(t) = 0, v(0) = v(1) = 0 \). Hence \( v = 0 \), but in a neighbourhood of the origin, we deduce from the implicit function Theorem that there exists a single branch of solutions which has to be \( u_s \).

(c) The Theorem 3.6 establishes a structure of the solution set that can be illustrated with figure 2.

We must notice that this set can be more complicate as follows from the study of the model example

\[
\begin{align*}
  u'' + sh(t)e^u &= 0, \\
  u(0) &= 0, \quad u(1) = 0,
\end{align*}
\]

(see [124]).

(d) An exact count of solutions can be given in case the nonlinearity is strictly convex. Such a proposition with the relevant additional assumptions is in [124]. Notice that a related result was already obtained for another problem in Theorem VI-1.4.

Another multiplicity result can be obtained from the type of assumptions used in Section 2.2. Here, by opposition with the first part of this section, the multiplicity takes place for large values of \( s \) and the solutions are bounded with \( s \to \infty \).

**Theorem 3.7** Let \( f : [0, 1] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function such that for some \( r > 0 \) and \( k \in L^1(0, 1; \mathbb{R}^+) \),

\[
0 \leq u_1 \leq u_2 \leq r \quad \text{implies} \quad f(t, u_2) - f(t, u_1) \geq -k(t)(u_2 - u_1).
\]

Assume moreover

(a) \( f(t, 0) = 0 \) for a.e. \( t \in [0, 1] \);

(b) \( \limsup_{u \to 0^+} \frac{f(t, u)}{u} \leq 0 \) holds uniformly in \( t \);

(c) \( f(t, r) \leq 0 \) for a.e. \( t \in [0, 1] \);

(d) there exists an open interval \( I_0 \subset [0, 1] \), \( \eta > 0 \) and \( u_0 \in [0, r] \) such that for all \( t \in I_0 \)

\[
\int_0^{u_0} f(t, s) \, ds \geq \eta.
\]

Then, for \( s > 0 \) large enough, there exist at least two solutions \( u_1 > 0 \) and \( u_2 \geq u_1 \) of \((3.1)\).

**Proof:** Step 1 – Lower and upper solutions of \((3.1)\). Notice that \( \alpha_1 = 0 \) and \( \beta_2 = r \) are respectively \( W^{2,1} \)-lower and upper solutions of \((3.1)\).
3. Parametric problems

Step 2 – Construction of a second lower solution \( \alpha_2 \succ \alpha_1 = 0 \). Let \( \epsilon > 0 \) and \( \gamma(u) = \max\{0, \min\{u, r\}\} \). Consider then the modified problem

\[
\begin{align*}
    u'' + sf(t, \gamma(u)) - \epsilon u &= 0, \\
    u(0) &= 0, \quad u(1) = 0,
\end{align*}
\]

together with the associated functional \( \tilde{\Phi} : H^1_0(0,1) \to \mathbb{R} \) defined by

\[
\tilde{\Phi}(u) = \int_0^1 \left[ \frac{u'^2(t)}{2} - s\tilde{F}(t, u(t)) + \epsilon \frac{u^2(t)}{2} \right] dt,
\]

where \( \tilde{F}(t, u) = \int_0^u f(t, \gamma(s)) ds \). As there exists a function \( h \in L^1(0,1) \) so that \( |f(t, \gamma(u))| \leq h(t) \), the functional \( \tilde{\Phi}(u) \) is coercive. Hence, it has a minimum \( \alpha_2 \) such that

\[
\alpha_2''(t) + sf(t, \gamma(\alpha_2(t))) - \epsilon \alpha_2(t) = 0, \quad \alpha_2(0) = 0, \quad \alpha_2(1) = 0.
\]

It is now standard to see that \( 0 \leq \alpha_2(t) \leq r \) so that

\[
\alpha_2''(t) + sf(t, \alpha_2(t)) = \epsilon \alpha_2(t) \geq 0, \quad \alpha_2(0) = 0, \quad \alpha_2(1) = 0.
\]

Next, using assumption (d), we can find a function \( \varphi \in H^1_0(0,1) \) with support in \( I_0 \) so that

\[
\int_0^1 \tilde{F}(t, \varphi(t)) dt > 0.
\]

It follows that for \( s \) large enough \( \tilde{\Phi}(\varphi) < 0 \). Hence, for those values of \( s \), \( \tilde{\Phi}(\alpha_2) < \tilde{\Phi}(0) = 0 \), i.e. \( \alpha_2 \neq \alpha_1 = 0 \). By Proposition III-2.7, \( \alpha_2 \) is a strict lower solution of (3.1) and we deduce from (3.6) that \( \alpha_2 > 0 \).

Step 3 – Construction of a strict upper solution \( \beta_1 \) of (3.1) so that \( \alpha_1 = 0 \leq \beta_1 \leq \beta_2 \) and \( \alpha_2 \not\lesssim \beta_1 \). Assumption \((H^0_0)\) in Theorem 1.5 holds with \( q_0 = \epsilon > 0 \) small enough. We deduce then as in Claim 1 of this theorem the existence of a strict \( W^{2,1} \)-upper solution \( \beta_1 \geq 0 \) which we can choose small enough so that \( \alpha_2 \not\lesssim \beta_1 \).

Conclusion – The proof follows now from Theorem III-2.11.

Remark Such a result can be obtained using variational arguments as in Example IV-1.1.
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Chapter IX

Problems with Singular Forces

1 A Periodic Problem

In this chapter, we are mainly interested in problems which are singular as $u$ goes to zero and, as we are dealing with scalar equations, this implies solutions are one-sign, say positive. To begin with we shall consider the periodic problem

$$u'' + g(u)u' + f(t, u) = h(t),
\quad u(a) = u(b), \quad u'(a) = u'(b).$$  \hspace{1cm} (1.1)

The first result we shall work deals with a nonlinearity $f(t, u)$ which represents an attractive force. Here a singularity such as $f(t, u) = \frac{1}{u}$ can take place and it helps in finding lower solutions. However such a singularity is not necessary, we only need the nonlinearity to be large enough near the origin (see condition (b) in the following theorem).

**Theorem 1.1** Let $g \in C(\mathbb{R}^+)$, $h \in L^1(a, b)$ and let $f : [a, b] \times \mathbb{R}_0^+ \to \mathbb{R}$ satisfy a Carathéodory condition and

(a) for any $0 < r < s$, there exists a function $k \in L^1(a, b)$ such that, for a.e. $t \in [a, b]$ and all $u \in [r, s]$, we have

$$|f(t, u)| \leq k(t).$$

Assume moreover that

(b) for some $\alpha > 0$ and a.e. $t \in [a, b]$, we have

$$f(t, \alpha) - h(t) \geq 0;$$
(c) there exist $R > \alpha$ and $f_0 \in L^1(a,b)$ such that, for a.e. $t \in [a,b]$ and all $u \geq R$,

$$f(t, u) \leq f_0(t)$$

and

$$\int_a^b f_0(t) \, dt \leq \int_a^b h(t) \, dt.$$  

Then the problem (1.1) has at least one positive solution.

**Proof:** Condition (b) implies $\alpha(t) = \alpha$ is a lower solution of (1.1).

To construct an upper solution, we introduce the function

$$\phi(t) = f_0(t) - h(t) - \frac{1}{b-a} \int_a^b (f_0(t) - h(t)) \, dt \in L^1(a,b)$$

and prove that, for all $c \in \mathbb{R}$, the problem

$$u''(t) + g(|u(t) + c|)u'(t) + \phi(t) = 0,$$

$$u(a) = u(b), \quad u'(a) = u'(b),$$

has a solution $\beta_0 \in W^{2,1}(a,b)$ such that $\bar{\beta}_0 := \frac{1}{b-a} \int_a^b \beta_0(t) \, dt = 0$. To this aim consider the homotopy

$$u''(t) + \lambda [g(|u(t) + c|)u'(t) + \phi(t)] = 0,$$

$$u(a) = u(b), \quad u'(a) = u'(b).$$  

(1.3)

Solutions of this problem with mean value zero are fixed points of the operator

$$T_{\lambda} : \tilde{C}^1([a,b]) \to \tilde{C}^1([a,b]), u \mapsto T_{\lambda} u,$$

where $\tilde{C}^1([a,b]) = \{ u \in C^1([a,b]) \, | \, \int_a^b u(s) \, ds = 0 \}$,

$$T_{\lambda} u = \lambda \int_a^b G(t, s) [g(|u(s) + c|)u'(s) + \phi(s)] \, ds$$

and $G(t, s)$ is the corresponding Green function.

Let us prove that the fixed points of $T_{\lambda}$ are a priori bounded in $C([a,b])$ and then, arguing as in Proposition I-4.3, in $C^1([a,b])$. Multiply (1.3) by $u$ and integrate, we obtain by Proposition A-4.1

$$\|u\|_{L^2}^2 = \lambda \int_a^b \phi(t)u(t) \, dt \leq \|\phi\|_{L^1} \|u\|_{\infty} \leq \sqrt{\frac{b-a}{12}} \|\phi\|_{L^1} \|u'\|_{L^2}.$$  

This implies $\|u'\|_{L^2} \leq \sqrt{\frac{b-a}{12}} \|\phi\|_{L^1}$ and $\|u\|_{\infty} \leq \frac{b-a}{12} \|\phi\|_{L^1}$.  
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Hence, by the invariance of the degree along the homotopy, the problem (1.2) has a solution $\beta_0$ such that $\bar{\beta}_0 = 0$ and $\|\beta_0\|_\infty \leq \frac{b-a}{12}\|\phi\|_{L^1}$.

Now it is easy to observe that, if we choose $c = \frac{b-a}{12}\|\phi\|_{L^1} + R$ and $\beta_0$ the corresponding solution of (1.2),

$$\beta(t) = \beta_0(t) + c \geq R$$

is the desired upper solution. We conclude then by application of Theorem I-6.9.

**Examples** Consider the problem

$$u'' + g(u)u' + \frac{k}{\sqrt{u}} = h,$$

$$u(a) = u(b), \ u'(a) = u'(b),$$

where $g : \mathbb{R}^+ \to \mathbb{R}$ is a positive continuous function, $k$ and $h$ are positive constants. This problem has a positive solution and it can be proved from Theorem 1.1.

Let us change now the restoring force into a repulsive one and study the problem

$$u'' + g(u)u' - \frac{k}{\sqrt{u}} = -h,$$

$$u(a) = u(b), \ u'(a) = u'(b).$$

(1.4)

The above theorem does not apply though there exists a positive solution $u = (k/h)^2$. From a phase plane analysis, it is clear that this is due to the fact that this solution is not a saddle point so that we cannot use the method of lower and upper solutions as in the above theorem.

As we already pointed it out, Theorem 1.1 does not really use the fact that $f(t, u)$ is singular for $u = 0$. This is clear from the further modification of the example

$$u'' + g(u)u' + k\frac{1}{1+u^2} = h,$$

$$u(a) = u(b), \ u'(a) = u'(b).$$

If $k > h$, this problem has a positive solution and it can be found from the above theorem.

**Exercise 1.1** Consider the problem

$$u'' + f(u, u') = s + \tilde{p}(t),$$

$$u(a) = u(b), \ u'(a) = u'(b).$$
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Assume \( f : [0, +\infty) \times \mathbb{R} \rightarrow \mathbb{R} \) is a continuous function, Lipschitz in the second variable and such that
\[
\lim_{u \to 0^+} f(u, 0) = +\infty.
\]
Assume further, there exist \( r > 0, R \geq r \) and a continuous function \( g : \mathbb{R} \rightarrow \mathbb{R} \) such that for any \( u \in [r, R] \) and \( v \in \mathbb{R} \),
\[
f(u, v) \leq g(v).
\]
At last let \( \tilde{p} \in L^2(a, b) \) be bounded from above and satisfy
\[
\int_a^b \tilde{p}(s) \, ds = 0 \quad \text{and} \quad \|\tilde{p}\|_{L^2} \leq \frac{6\sqrt{5}(R - r)}{(b - a)^{3/2}}.
\]
Prove then that there exists a solution for any \( s \) large enough.

The next result parallels Theorem 1.1 but for a repulsive force. A model example is
\[
\begin{align*}
 u'' - \frac{1}{u^3} + \gamma(t)u &= h(t), \\
 u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
\] (1.5)

**Theorem 1.2** Let \( g \in C(\mathbb{R}^+) \), \( h \in L^1(a, b) \) and assume \( f : [a, b] \times \mathbb{R}^+ \rightarrow \mathbb{R} \) satisfies a Carathéodory condition together with
(a) for any \( 0 < r < s \), there exists a function \( k \in L^1(a, b) \) such that, for a.e. \( t \in [a, b] \) and all \( u \in [r, s] \), we have
\[
|f(t, u)| \leq k(t).
\]
(b) for some \( \beta > 0 \) and a.e. \( t \in [a, b] \), we have
\[
f(t, \beta) - h(t) \leq 0;
\]
(c) (strong force) there exist \( \rho \in ]0, \beta[, \ell \in L^1(a, b) \) and \( \hat{f} \in C(]0, \rho[) \) with
\[
\int_0^\rho \hat{f}^-(u) \, du = +\infty \quad \text{and} \quad \hat{f}^-(u) = \max\{-\hat{f}(u), 0\},
\]
such that for all \( u \in ]0, \rho[ \) and a.e. \( t \in [a, b] \)
\[
f(t, u) \leq \hat{f}(u) \quad \text{and} \quad f(t, u) \leq \ell(t);
\]
(d) there exist \( R > \beta \) and \( f_0 \in L^1(a, b) \) such that, for a.e. \( t \in [a, b] \) and all \( u \geq R \),
\[
f(t, u) \geq f_0(t)
\]
1. A Periodic Problem

and

\[ \int_{a}^{b} f_0(t) \, dt \geq \int_{a}^{b} h(t) \, dt; \]

(e) there exists a function \( \gamma \in L^1(a, b) \) such that \( \gamma(t) \leq (\frac{\pi}{b-a})^2 \) a.e. on \([a, b]\)

with strict inequality on a subset of positive measure and

\[ \limsup_{u \to +\infty} \frac{f(t, u)}{u} \leq \gamma(t), \]

uniformly in \( t \in [a, b] \).

Then the problem (1.1) has at least one positive solution.

Remarks As it will be clear from the proof, assumptions (b) and (d) provide upper and lower solutions.

The strong force condition (c) gives a lower a-priori bound on solutions. It is important to notice that here we do not impose that \( f(t, u) \) goes to \(-\infty\) as \( u \) goes to zero, but that the bound \( f \) has a negative part whose primitive is unbounded as \( u \) goes to zero. Notice that some control of the singularity such as the strong force assumption (c) is necessary. This is clear from [198] where it is proved that the problem

\[ u'' - \frac{u}{\sqrt{u}} = h(t), \]

\[ u(a) = u(b), \quad u'(a) = u'(b), \]

has no solution for some negative \( h \in C([a, b]) \).

At last, assumption (e) forces the nonlinearity to be, for large values of \( u \), "under" the asymptote of the first nontrivial Fučík curve for the periodic problem, which is also the first eigenvalue of the Dirichlet problem

\[ u'' + \lambda u = 0, \quad u(a) = 0, \quad u(b) = 0. \]

Such a condition is somewhat natural if we realize that large solutions of the periodic problem (1.5) look like solutions of a Dirichlet problem. Also, such a condition cannot be avoided. This is clear from [42] where it is proved that for some \( h \in C([0, 2\pi]) \) the problem

\[ u'' - \frac{1}{u^{\frac{1}{2}}} + \frac{1}{4} u = h(t), \]

\[ u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \]

has no solution.
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Example 1.1 It is easy to see from Theorem 1.2 that the model example (1.5) has a solution if \( \gamma \in L^1(a, b) \) is such that
\[
0 \lessgtr \gamma(t) \lessgtr \left( \frac{\pi}{b-a} \right)^2,
\]
and \( h \in L^1(a, b) \) is lower bounded.

Proof of Theorem 1.2: The modified problem – Let \( \delta \in [0, \rho] \), define the truncated function
\[
f_\delta(t, u) = \begin{cases} f(t, u), & \text{if } u \geq \delta, \\ f(t, \delta), & \text{if } u < \delta, \end{cases}
\]
and consider the modified problem
\[
\begin{align*}
u'' + g(|u|)u' + f_\delta(t, u) &= h(t), \\ u(a) &= u(b), \quad u'(a) = u'(b) \end{align*}
\]
(1.6)

Claim 1 – there exists a solution \( u \) of (1.6) in
\[
S = \{ u \in C([a, b]) \mid \exists t_1, t_2 \in [a, b], \ u(t_1) \geq \beta(t_1), \ u(t_2) \leq \alpha(t_2) \}.
\]

We first deduce from (b) that the constant function \( \beta(t) = \beta \geq \delta \) is an upper solution for (1.6).

Next, we obtain a lower solution from condition (d) and the argument used in the proof of Theorem 1.1 to define the upper solution.

Notice at last that for some \( k \in L^1(a, b) \), all \( u \in \mathbb{R} \) and a.e. \( t \in [a, b] \), we have
\[
f_\delta(t, u) \geq \min \{ \min_{\delta \leq u \leq R} f(t, u), f_0(t) \} \geq k(t).
\]

We deduce now the claim from Theorem III-3.2.

Claim 2 – There exists \( L^+ > 0 \) so that any solution \( u \in S \) of (1.6) with \( 0 < \delta \leq \rho \) satisfies \( \max_{t \in [a, b]} u(t) \leq L^+ \). Let \( u \in S \) be a solution of (1.6) such that \( \max_{t \in [a, b]} u(t) > \bar{R} = \max \{ R, \| a \|_{\infty} \} \). From the definition of \( S \), there exists \( t_2 \in [a, b] \) so that \( u(t_2) \leq \alpha(t_2) \leq \bar{R} \). Hence, extending \( u \) by periodicity if necessary, we can find \( a' < b' \) so that \( b' - a' < b - a \), \( u(a') = u(b') = \bar{R} \), \( u(t) > \bar{R} \) on \( [a', b'] \) and \( \max_{a \leq t \leq b} u(t) = \max_{a \leq t \leq b} u(t) \).

Let now \( \varepsilon > 0 \) be given by Proposition A-4.6 and choose \( M > \bar{R} \) such that for all \( u \geq M \) and a.e. \( t \in [a, b] \)
\[
\frac{f_\delta(t, u)}{u} = \frac{f(t, u)}{u} \leq \gamma(t) + \frac{\varepsilon}{2}.
\]
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Define then
\[ p(t, u) = \begin{cases} \frac{f(t,u)}{u}, & \text{for } u \geq M, \\ \frac{f(t,M)}{M}, & \text{for } u < M, \end{cases} \]

and
\[ q_\delta(t, u) = f_\delta(t, u) - p(t, u)u. \]

These functions are such that for some \( k \in L^1(a, b) \)
\[ p(t, u) \leq \gamma(t) + \frac{\varepsilon}{2}, \]
\[ q_\delta(t, u) \leq \max\{\ell(t), \max_{\rho \leq u \leq M} |f(t, u)|\} + |f(t, M)| \leq k(t). \]

The function \( v = u - \bar{R} \) is nonnegative on \( [a', b'] \) and solves the problem
\[ v'' + g(v + \bar{R})v' + p(t, u(t))(v + \bar{R}) + q_\delta(t, u(t)) = h(t), \]
\[ v(a') = 0, \ v(b') = 0. \]

Hence, we compute
\[
\begin{align*}
\int_{a'}^{b'} v'^2(t) \, dt - \int_{a'}^{b'} \left( (\gamma(t) + \frac{\varepsilon}{2}) (v(t) + \bar{R}) v(t) \right) \, dt & \\
& \leq - \int_{a'}^{b'} v(t) (v''(t) + g(v(t) + \bar{R})v'(t) + p(t, u(t))(v(t) + \bar{R})) \, dt \\
& = \int_{a'}^{b'} (q_\delta(t, u(t)) - h(t)) v(t) \, dt \\
\end{align*}
\]

and using Proposition A-4.6 we obtain
\[
\frac{\varepsilon}{2} \|v\|^2_{H^1(a', b')} \leq \varepsilon \|v\|^2_{L^2(a', b')} - \frac{\varepsilon}{2} \|v\|^2_{L^2(a', b')} \\
\leq \int_{a'}^{b'} (v'^2(t) - (\gamma(t) + \frac{\varepsilon}{2}) v^2(t)) \, dt \\
\leq \int_{a'}^{b'} (q_\delta(t, u(t)) - h(t) + (\gamma(t) + \frac{\varepsilon}{2}) \bar{R}) v(t) \, dt, \\
\leq \int_{a'}^{b'} (k(t) - h(t) + (\gamma(t) + \frac{\varepsilon}{2}) \bar{R}) v(t) \, dt, \\
\]
i.e.
\[ \|v\|^2_{H^1(a', b')} \leq K \|v\|_\infty, \]
for some \( K > 0 \) independent of \( \delta \). It follows that for all \( t \in [a', b'] \)
\[ v(t) = \int_{a'}^{t} v'(s) \, ds \leq K^{1/2} \|v\|_\infty^{1/2} (b - a)^{1/2} \]
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so that
\[ \|v\|_\infty \leq K(b - a) \]
and
\[ \max_t u(t) \leq R + K(b - a) =: L^+. \]

**Claim 3** – There exists \( L^- \) so that any solution \( u \in S \) of (1.6) with \( 0 < \delta \leq \rho \) satisfies \( \min_t u(t) \geq L^- \). Let \( L^+ \) be given from Claim 2. We deduce from (a) and (c) that there exists \( k \in L^1(a, b) \) so that for all \( u \in [0, L^+] \) and a.e. \( t \in [a, b] \)
\[ f(t, u) \leq k(t). \]

Using Claim 2, it follows that we can write for a.e. \( t \in [a', b'] \)
\[ f_\delta(t, u(t)) \leq k(t) \]
if \( u \in S \) is a solution of (1.6) with \( 0 < \delta \leq \rho \). Next, integrating (1.6) or multiplying this equation by \( u \) and integrating, we obtain
\[ \int_a^b (f_\delta(t, u(t)) - h(t)) \, dt = 0 \]
and
\[ \int_a^b u(t)^2 \, dt = \int_a^b (f_\delta(t, u(t)) - h(t))u(t) \, dt. \]

It follows then that
\[ \|u'\|_{L^2}^2 = \int_a^b (f_\delta(t, u(t)) - h(t))(\|u\|_\infty + u(t)) \, dt \]
\[ \leq 2 \int_a^b |k(t) - h(t)| \|u\|_\infty \, dt \leq 2(||k||_{L^1} + ||k||_{L^1})||u||_\infty, \]
i.e.
\[ \|u'\|_{L^2} \leq (2(||h||_{L^1} + ||k||_{L^1}))^{1/2}||u||_{L^\infty}^{1/2}. \]

Define now \( t_1 \in [a, b] \) to be such that \( u(t_1) \geq \beta(t_1) \geq -\|\beta\|_\infty \). Extending \( u \) by periodicity, we can write for \( t \in [t_1, t_1 + b - a] \)
\[ u(t) = u(t_1) + \int_{t_1}^t u'(s) \, ds \geq -\|\beta\|_\infty - (2(b - a)(||h||_{L^1} + ||k||_{L^1}))^{1/2}||u||_{L^\infty}^{1/2}. \]

It is now easy to obtain \( L^- \) so that \( u(t) \geq L^- \) on \([a, b]\).
1. A Periodic Problem

Claim 4 – There exists $N > 0$ so that any solution $u \in \mathcal{S}$ of (1.6) with $0 < \delta \leq \rho$ satisfies $\|u\|_{\infty} \leq N$. As in Claim 3, we can find $k \in L^1(a,b)$ so that for all solution $u \in \mathcal{S}$ of (1.6) with $0 < \delta \leq \rho$, and a.e. $t \in [a,b],$

$$f_\delta(t, u(t)) \leq k(t).$$

Let then $\bar{t} \in [a,b]$ be such that $u'(\bar{t}) = 0$. Hence, for $t \in [\bar{t}, \bar{t} + b - a]$ we can write

$$u'(t) = \int_{\bar{t}}^t (h(s) - f_\delta(s, u(s)) - g(|u(s)|)u'(s)) \, ds \geq - (\|h\|_{L^1} + \|k\|_{L^1} + 2 \max_{L^- \leq u \leq L^+} |G(u)|),$$

where $G(u) = \int_0^u g(|s|) \, ds$. Similarly, we have for $t \in [\bar{t} - b + a, \bar{t}]$

$$u'(t) \leq \|h\|_{L^1} + \|k\|_{L^1} + 2 \max_{L^- \leq u \leq L^+} |G(u)| := N.$$

Claim 5 – There exists $\xi \in [0, \rho]$ so that any solution $u \in \mathcal{S}$ of (1.6) with $0 < \delta \leq \rho$, is such that $u(t) \geq \xi$ on $[a,b]$. Define $\xi > 0$ to be so that

$$\int_\xi^\rho \int_0^u \frac{f_\delta}{|u|} \, du > (\|h\|_{L^1} + \|\ell\|_{L^1})N + (\frac{1}{2} + (b - a) \max_{L^- \leq u \leq L^+} |g(|u|)|)N^2.$$

Let $u \in \mathcal{S}$ be a solution of (1.6). Define the set $A = \{t \in [a,b] \mid u'(t) \geq 0\}$ and suppose by contradiction that there exist $t_1, t_2 \in A$ so that $u(t_1) = \xi$, $u(t_2) = \rho$ and $u(t) \leq \rho$ on $[t_1, t_2]$. Multiplying (1.6) by $u'$ and integrating on $B = [t_1,t_2] \cap A$, we get

$$\frac{u^2(t_2)}{2} - \frac{u^2(t_1)}{2} + \int_B g(|u(s)|)u'^2(s) \, ds + \int_B f_\delta(s, u(s))u'(s) \, ds = \int_B h(s)u'(s) \, ds.$$

From the a-priori bounds on $\|u\|_{\infty}$ and $\|u'\|_{\infty}$, we obtain then

$$\int_B g(|u(s)|)u'^2(s) \, ds \leq (b - a)N^2 \max_{L^- \leq u \leq L^+} |g(|u|)|$$

and it follows that

$$- \int_B f_\delta(s, u(s))u'(s) \, ds \leq N\|h\|_{L^1} + \frac{N^2}{2} + (b - a)N^2 \max_{L^- \leq u \leq L^+} |g(|u|)|.$$

On the other hand, let $B^- = \{t \in B \mid f(u(t)) \leq 0\}$ and $B^+ = B \setminus B^-$. We compute then

$$\int_{B^+} f_\delta(s, u(s))u'(s) \, ds \leq N\|\ell\|_{L^1}$$
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and
\[- \int_{B^-} f_\delta(s, u(s))u'(s) \, ds \geq - \int_{B^-} \hat{f}(u(s))u'(s) \, ds = \int_B \hat{f}^-(u(s))u'(s) \, ds \geq \int_{t_1}^\rho \hat{f}^-(u(s))u'(s) \, ds = \int_\xi^\rho \hat{f}^-(u) \, du.\]

We deduce then the contradiction
\[\int_\xi^\rho \hat{f}^-(u) \, du \leq N \|\ell\|_{L^1} + N \|h\|_{L^1} + N^2 \max_{L^{-} \leq u \leq L^{+}} |g(|u|)|.\]

Conclusion – From Claim 1, we know that problem (1.6) with \( \delta = \xi \) has a solution. According to Claim 5 this solution solves (1.1).

The next result deals with
\[u'' + f(t, u) = h(t),\]
\[u(a) = u(b), \quad u'(a) = u'(b).\] (1.7)

Here the nonlinearity allows resonance with the first eigenvalue of the Dirichlet problem as \( u \) goes to infinity. The nonresonance condition (c) implies a lower bound on solutions so that the strong force condition is no more necessary.

**Theorem 1.3** Let \( h \in L^1(a, b) \) and assume \( f : [a, b] \times \mathbb{R}^+_0 \rightarrow \mathbb{R} \) satisfies a Carathéodory condition together with
(a) for any \( 0 < r < s \), there exists a function \( k \in L^1(a, b) \) such that, for a.e. \( t \in [a, b] \) and all \( u \in [r, s] \), we have
\[|f(t, u)| \leq k(t).\]

Assume moreover that
(b) there exist \( R > 0 \) and \( f_0 \in L^1(a, b) \) such that, for a.e. \( t \in [a, b] \) and all \( u \geq R \),
\[f(t, u) \geq f_0(t)\]
and
\[\int_a^b f_0(t) \, dt \geq \int_a^b h(t) \, dt;\]
(c) there exists \( \delta > 0 \) such that for all \( u > 0 \) and a.e. \( t \in [a, b] \)
\[h(t) - f(t, u) + \left(\frac{u}{R-a}\right)^2 u \geq \delta.\]

Then the problem (1.7) has at least one positive solution.
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1. A Periodic Problem

Proof: The modified problem – Let $\beta_0 \in ]0, (\frac{b-a}{\pi})^2 \delta]$ be fixed. For $r > \beta_0$, we define the truncated function

$$f_r(t, u) = f(t, \beta_0) + (\frac{\pi}{b-a})^2 (u - \beta_0), \quad \text{if } u \leq \beta_0,$$

$$= f(t, u), \quad \text{if } \beta_0 < u \leq r,$$

$$= f(t, r), \quad \text{if } r < u,$$

and consider the modified problem

$$u'' + f_r(t, u) = h(t),$$

$$u(a) = u(b), \quad u'(a) = u'(b). \quad (1.8)$$

Notice that $\beta(t) = \beta_0$ is an upper solution of (1.8). Next, we deduce a lower solution as in the proof of Theorem 1.2. At last, we notice that for some $k \in L^1(a, b)$, all $u \in ]0, +\infty]$ and a.e. $t \in [a, b],$

$$f_r(t, u) \leq \sup_{\beta_0 \leq u \leq r} f(t, u) \leq k(t).$$

We deduce now from Theorem III-3.1 the existence of a solution $u \in \mathcal{S}$ of (1.8).

Claim – There exists $M > 0$ so that for any $r$ large enough, solutions $u \in \mathcal{S}$ of (1.8) are such that $\beta_0 \leq u \leq M$. Notice first that if $u$ is a solution of (1.8)

$$(u - \beta_0)'' + (\frac{\pi}{b-a})^2 (u - \beta_0) > 0,$$

$$u(a) = u(b), \quad u'(a) = u'(b).$$

It follows now from the anti-maximum principle (Corollary A-6.3) that $u \geq \beta_0$.

To obtain an upper bound on the solutions, let $k \in L^1(a, b)$ be so that for all $r > R$, $u \geq \beta_0$ and a.e. $t \in [a, b]$

$$h(t) - f_r(t, u) \leq h(t) - \min\{ \min_{\beta_0 \leq u \leq R} f(t, u), f_0(t) \} \leq k(t).$$

It follows as in Theorem 1.2 that

$$\|u'\|_\infty \leq \|k\|_{L^1}.$$

Next, as $u \in \mathcal{S}$, there exists some $\bar{t} \in [a, b]$ so that $u(\bar{t}) \leq \|\alpha\|_\infty$. Hence, we can write

$$u(t) = u(\bar{t}) + \int_\bar{t}^t u'(s) \, ds \leq \|\alpha\|_\infty + \|k\|_{L^1} (b-a) =: M.$$

Conclusion – It follows now from the previous steps that problem (1.8), with $r \geq M$ large enough, has a solution $u$ with $\beta_0 \leq u \leq M$. This solution solves (1.7).
Example 1.2 Let $h \in L^1(a, b)$ be bounded below by a positive constant and $\nu > 0$. It is then easy to see from Theorem 1.3 that the problem

$$u'' - \frac{1}{u^\nu} + \left(\frac{\pi}{b-a}\right)^2 u = h(t),$$
$$u(a) = u(b), \quad u'(a) = u'(b),$$

has at least one positive solution.

Notice also that for $k > 0$ and $h(t) > 0$ small enough, the existence of the solution of

$$u'' - \frac{k}{\sqrt{u}} = -h(t),$$
$$u(a) = u(b), \quad u'(a) = u'(b),$$

can be deduced from Theorem 1.3.

The following result is an alternative to Theorem 1.3 which present an explicit nonresonance condition on $h$.

**Theorem 1.4** Let $h \in L^1(a, b)$ and assume $f : [a, b] \times \mathbb{R}^+_0 \to \mathbb{R}$ satisfies a Carathéodory condition together with

(a) for any $0 < r < s$, there exists a function $k \in L^1(a, b)$ such that, for a.e. $t \in [a, b]$ and all $u \in [r, s]$, we have

$$|f(t, u)| \leq k(t).$$

Assume moreover that

(b) for all $u > 0$ and a.e. $t \in [a, b]$,

$$f(t, u) \leq \left(\frac{\pi}{b-a}\right)^2 u;$$

(c) there exist $R > 0$ and $f_0 \in L^1(a, b)$ such that, for a.e. $t \in [a, b]$ and all $u \geq R$,

$$f(t, u) \geq f_0(t)$$

and

$$\int_a^b f_0(t) \, dt \geq \int_a^b h(t) \, dt;$$

(d) there exists $\delta > 0$ so that for any $t \in [a, b]$

$$\int_t^{t+b-a} h(s) \sin \frac{\pi}{b-a} \, ds \geq \delta.$$

Then the problem (1.7) has at least one positive solution.
Proof: The modified problem – For \( r > \beta_0 = \frac{b-a}{2\pi} \delta \), we consider the modified problem (1.8). The function \( \beta(t) = w(t) - B \) is an upper solution of (1.8) if \( B > 0 \) is large enough and \( w \) solves the problem

\[
\begin{align*}
& w'' = h(t) - f(t, \beta_0) - \frac{1}{b-a} \int_a^b (h(s) - f(s, \beta_0)) \, ds, \\
& w(a) = w(b), \quad w'(a) = w'(b).
\end{align*}
\]

As in Theorem 1.2, we deduce from (c) the existence of a lower solution of the form \( \alpha(t) = v(t) + A \). At last, we see as in Theorem 1.3 that \( f_r(t, u) \) is upper bounded by a \( L^1 \)-function. Existence of a solution in \( S \) of the modified problem (1.8) follows then from Theorem III-3.1.

Claim – Solutions \( u \) of the modified problem (1.8) are such that \( u \geq \frac{b-a}{2\pi} \delta \).

Let \( t_0 \) be such that \( u(t_0) = \min_{t \in [a,b]} u(t) \). Multiplying (1.8) by \( \sin \pi \frac{t-t_0}{b-a} \) and integrating on \( [t_0, t_0 + b - a] \), we obtain

\[
\begin{align*}
\delta \leq \int_{t_0}^{t_0+b-a} h(t) \sin \pi \frac{t-t_0}{b-a} \, dt &= \int_{t_0}^{t_0+b-a} [u''(t) + f_r(t, u(t))] \sin \pi \frac{t-t_0}{b-a} \, dt \\
& \leq \int_{t_0}^{t_0+b-a} [u''(t) + \left( \frac{\pi}{b-a} \right)^2 u(t)] \sin \pi \frac{t-t_0}{b-a} \, dt = \frac{2\pi}{b-a} u(t_0).
\end{align*}
\]

Conclusion – An upper bound on the solutions of (1.8) in \( S \) is obtained as in the proof of Theorem 1.3. Hence, for \( r > 0 \) large enough, the solutions of the modified problem solve (1.7).

Example 1.3 Consider once again Example 1.2, with

\[
h(t) = -1, \quad \text{if } t \in [a, a+\varepsilon], \quad h(t) = 1, \quad \text{if } t \in [a+\varepsilon, b].
\]

We cannot use Theorem 1.3 to prove existence of positive solutions but Theorem 1.4 applies if \( \varepsilon > 0 \) is small enough.

We can also replace the assumption (e) in Theorem 1.2 by a condition on the friction term \( g(u) \). Consider the problem

\[
\begin{align*}
u'' + g(u)u' + f(u) &= h(t), \\
u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
\]

Theorem 1.5 Let \( g \in C(\mathbb{R}^+) \), \( h \in L^2(a, b) \) and \( f \in C(\mathbb{R}_0^+) \). Assume moreover that
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(a) for some $\beta > 0$ and a.e. $t \in [a, b]$, we have
\[ f(\beta) - h(t) \leq 0; \]

(b) (strong force) there exist $\rho \in [0, \beta]$ and $\ell \in \mathbb{R}$ such that
\[ \int_0^\rho f^-(u) \, du = +\infty, \]
where $f^-(u) = \max\{-f(u), 0\}$ and for all $u \in [0, \rho]$
\[ f(u) \leq \ell; \]

(c) there exists $R > \beta$ such that, if $u \geq R$,
\[ f(u) \geq \frac{1}{b-a} \int_a^b h(t) \, dt; \]

(d) there exists $A > 0$ such that $|g(u)| \geq A$ for every $u > 0$.

Then the problem (1.9) has at least one positive solution.

Proof: For $\delta \in [0, \rho]$, we define
\[ f_\delta(u) = f(u), \quad \text{if } u \geq \delta, \]
\[ = f(\delta), \quad \text{if } u < \delta, \]
and consider the modified problem
\[
\begin{align*}
  u'' + g(|u|)u' + f_\delta(u) &= h(t), \\
  u(a) &= u(b), \quad u'(a) = u'(b). 
\end{align*}
\]

As in the proof of Theorem 1.2, we have the existence of a lower solution $\alpha$ and an upper solution $\beta \leq \alpha$, and we deduce from Theorem III-3.2 the existence of a solution of (1.10) in $S$.

Claim – There exists $L > 0$ so that any solution $u \in S$ of (1.10) with
\[ 0 < \delta \leq \rho \text{ is such that } \max_t u(t) \leq L^+. \]
Assume $g(u) \geq A$. The proof is similar if $g(u) \leq -A$. Multiplying (1.10) by $u'$ and integrating, we obtain
\[ A\|u''\|_{L^2}^2 \leq \int_a^b g(|u|)u'^2 \, dt = \int_a^b hu' \, dt \leq \|h\|_{L^2}\|u'\|_{L^2}, \]
i.e.
\[ \|u'\|_{L^2} \leq \frac{1}{A}\|h\|_{L^2}. \]

As $u \in S$, there exists $t_2$ so that $u(t_2) \leq \alpha(t_2)$. This implies that for any $t \in [a, b]$
\[ u(t) = u(t_2) + \int_{t_2}^t u'(s) \, ds \leq \|\alpha\|_{\infty} + \sqrt{\frac{h}{A}}\|h\|_{L^2} =: L^+. \]

Conclusion – We conclude the proof as in Theorem 1.2.  
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2 A Sublinear Dirichlet problem

In Section II-4, we noticed that a natural frame to study the Dirichlet problem
\[ u'' + f(t, u) = 0, \]
\[ u(a) = 0, \quad u(b) = 0, \] (2.1)
considers nonlinearities which are $\mathcal{A}$-Carathéodory and defines solutions to be in $W^{2,\mathcal{A}}(a, b)$. Here, we are interested in problem (2.1) with a singularity at $u = 0$. In this case, $f$ cannot satisfy $\mathcal{A}$-Carathéodory conditions. However, solutions can still be in $W^{2,\mathcal{A}}(0, \pi)$ as it is clear from the example
\[ u'' + \frac{1}{(\pi-t)} \frac{1}{u} = 0, \]
\[ u(0) = 0, \quad u(\pi) = 0. \] (2.2)
Its solution reads
\[ u(t) = \frac{2}{\pi} \sqrt{t(\pi - t)} \]
and is in $W^{2,\mathcal{A}}(0, \pi)$. Notice that $f(t, u) = \frac{1}{(\pi-t)} \frac{1}{u}$ is only $\mathcal{A}$-Carathéodory on sets of the form $[0, \pi] \times [\epsilon, +\infty[$, with $\epsilon > 0$ and not on $[0, \pi] \times ]0, +\infty[$. As the boundary conditions impose the solution to go into the singularity $u = 0$, there is no hope to obtain a positive solution from a simple application of the theory in Section II-4.

The next theorem considers a sublinear problem where the nonlinearity is over the first eigenvalue near the origin (see (a)) and under it near infinity (see (b)). Our first result is written in the continuous case so that solutions are $C^2$.

**Theorem 2.1** Let $f : [a, b] \times \mathbb{R}_0^+ \to \mathbb{R}$ be a continuous function and assume that for every compact set $L \subset \mathbb{R}_0^+$, there is $h_L \in \mathcal{A} \cap \mathcal{C}([a, b])$ such that, for all $t \in [a, b]$ and $u \in L$,
\[ |f(t, u)| \leq h_L(t). \]
Assume further
(a) there exists $k > \pi/(b - a)$ and for any compact set $K \subset ]a, b[$, there is $\epsilon > 0$ such that, for all $t \in K$, $u \in ]0, \epsilon[$,
\[ f(t, u) \geq k^2 u; \]
(b) for some $M > 0$ and $\gamma \in ]0, \pi/(b - a)[$, there is $h \in \mathcal{A} \cap \mathcal{C}([a, b])$ such that, for all $t \in ]a, b[$ and $u \in ]M, \infty[$,
\[ f(t, u) \leq \gamma^2 u + h(t). \]

February 19, 2005
Then the problem (2.1) has at least one solution

\[ u \in \mathcal{C}([a, b], \mathbb{R}^+) \cap \mathcal{C}^2([a, b], \mathbb{R}^+) \].

**Remark** Assumption (a) is equivalent to assume there exist \( k > \frac{\pi}{b - a} \) and a function \( a_1 \in \mathcal{C}_0^2([a, b], \mathbb{R}^+) \) such that:

(i) \( t \in [a, b] \) implies \( a_1(t) > 0 \);
(ii) \( a_1''(t) > 0 \), for all \( t \in [a, (2a + b)/3] \cup [(a + 2b)/3, b] \).

**Proof**: Step 1 – Construction of lower solutions. Consider \( k_2 \) such that

\[ \frac{\pi}{b - a} < k_2 < \min\{k, \frac{3\pi}{b - a}\} \]

and the function

\[ \alpha_2(t) = A_2 \cos k_2 \left( t - \frac{a + b}{2} \right) \]

where \( A_2 \) is chosen small enough so that

\[ f(t, u) \geq k_2 u, \quad \text{for all } t \in [\frac{a + b}{2} - \frac{\pi}{2k_2}, \frac{a + b}{2} + \frac{\pi}{2k_2}], \quad \text{and } u \in [0, \alpha_2(t)]. \]

Next, we choose \( a_1 \) from the remark and let

\[ \alpha_1(t) = A_1 a_1(t), \]

where \( A_1 \in [0, 1] \) is small enough so that for some points \( t_1 \in [a, \frac{a + b}{3}], \quad t_2 \in [\frac{a + 2b}{3}, b] \), we have

(a-1) \( \alpha_1(t) \geq \alpha_2(t) \), for all \( t \in [a, t_1] \cup [t_2, b] \);
(b-1) \( \alpha_2(t) \geq \alpha_1(t) \), for all \( t \in [t_1, t_2] \).

Notice that for any \( f_* : [a, b] \times \mathbb{R}^+ \to \mathbb{R} \) such that :

\[ f_*(t, u) \geq f(t, u), \quad \text{for all } (t, u) \in [a, b] \times \mathbb{R}^+, \]

we have

(a-2) \( \alpha_1''(t) + f_*(t, \alpha_1(t)) \geq \alpha_1''(t) + k_2^2 \alpha_1(t) > 0 \), for all \( t \in [a, t_1] \cup [t_2, b] \);
(b-2) \( \alpha_2''(t) + f_*(t, \alpha_2(t)) \geq -k_2^2 \alpha_2(t) + k_2^2 \alpha_2(t) > 0 \), for all \( t \in [t_1, t_2] \).

**Step 2 – Approximation problems.** We define for each \( n \in \mathbb{N}, \ n \geq 1 \),

\[ \eta_n(t) = \max\{a + \frac{1}{2^n}, \min\{t, b - \frac{1}{2^n}\}\}, \quad t \in [a, b] \]

and set

\[ \tilde{f}_n(t, u) = \max\{f(\eta_n(t), u), f(t, u)\}. \]
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We have that, for each index $n$, $\tilde{f}_n : ]a, b[ \times \mathbb{R}^+_0 \to \mathbb{R}$ is continuous and

$$\tilde{f}_n(t, u) = f(t, u), \text{ for all } (t, u) \in K_n \times \mathbb{R}^+_0,$$

where

$$K_n = [a + \frac{1}{2^n+1}, b - \frac{1}{2^n+1}].$$

Hence, the sequence of functions $\{\tilde{f}_n\}$ converges to $f$ uniformly on any set $K \times \mathbb{R}^+_0$, where $K$ is an arbitrary compact subset of $]a, b[$.

Next we define

$$f_n(t, u) = \min\{\tilde{f}_1(t, u), \cdots, \tilde{f}_n(t, u)\}.$$  

Each of the functions $f_i$ is a continuous function defined on $]a, b[ \times \mathbb{R}^+_0$; moreover

$$f_1(t, u) \geq f_2(t, u) \geq \cdots \geq f_n(t, u) \geq f_{n+1}(t, u) \geq \cdots \geq f(t, u)$$

and the sequence $(f_n)_n$ converges to $f$ uniformly on the compact subsets of $]a, b[ \times \mathbb{R}^+_0$ since

$$f_n(t, u) = f(t, u), \text{ for all } t \in K_n \text{ and } u \in \mathbb{R}^+_0.$$  

Define now a decreasing sequence $(\epsilon_n) \subset \mathbb{R}^+_0$ such that

$$\lim_{n \to \infty} \epsilon_n = 0,$$

$$f(t, u) \geq k^2 u, \text{ for all } t \in K_n \text{ and } u \in ]0, \epsilon_n],$$

and consider the sequence of approximation problems

$$u'' + f_n(t, u) = 0, \quad u(a) = \epsilon_n, \quad u(b) = \epsilon_n. \quad (2.3)$$

**Step 3** – $\epsilon_n$ is a lower solution of $(2.3)$. It is clear that for any $c \in ]0, \epsilon_n]$ $\tilde{f}_n(t, c) \geq f(\eta_n(t), c) \geq k^2 c > 0$.

As the sequence $(\epsilon_n)$ is decreasing, we also have

$$f_n(t, \epsilon_n) = \min_{1 \leq i \leq n} \tilde{f}_i(t, \epsilon_n) \geq k^2 \epsilon_n > 0,$$

which proves the claim.
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Step 4 – Existence of a solution $u_1$ of (2.3), with $n = 1$, such that

$$\max\{\alpha_1(t), \alpha_2(t), \epsilon_1\} \leq u_1(t).$$

Notice first that $\max\{\alpha_1(t), \alpha_2(t), \epsilon_1\}$ is a $C^2$-lower solution of (2.3) with $n = 1$. Next, we can find from assumption (b), $M \geq \max\{\alpha_1(t), \alpha_2(t), \epsilon_1\}$ and $h \in \mathcal{A} \cap \mathcal{C}([a, b]), h \geq 0$, such that for all $t \in [a, b]$ and $u \in [M, \infty[$

$$f(t, u) \leq \gamma^2 u + h(t).$$

Hence, we can write

$$f_1(t, u) = \max\{f(\eta_1(t), u), f(t, u)\} \leq \gamma^2 u + h(t) + h(\eta_1(t)).$$

Choose $\beta \in C([a, b]) \cap C^2([a, b])$ such that

$$\beta'' + \gamma^2 \beta + h(t) + h(\eta_1(t)) = 0,$$

$$\beta(a) = M, \; \beta(b) = M,$$

i.e.

$$\beta(t) = M + \int_a^b G(t, s)[h(s) + h(\eta_1(s))] + \gamma^2 M\ ds \geq M,$$

where

$$G(t, s) := \frac{\sin \gamma(s - a) \sin \gamma(b - t)}{\gamma \sin \gamma(b - a)}, \quad \text{if} \ s < t,$$

$$:= \frac{\sin \gamma(t - a) \sin \gamma(b - s)}{\gamma \sin \gamma(b - a)}, \quad \text{if} \ s \geq t.$$

Notice that $\beta$ is well-defined and bounded since $\tilde{h} = h \circ \eta_1 + h \in \mathcal{A}$ and

$$\int_a^b \sin \gamma(s - a) \sin \gamma(b - t) \tilde{h}(s)\ ds$$

$$\leq \int_a^{(a+b)/2} \sin \gamma(s - a) \tilde{h}(s)\ ds + \int_{(a+b)/2}^b \sin \gamma(b - s) \tilde{h}(s)\ ds < \infty,$$

$$\int_t^b \sin \gamma(t - a) \sin \gamma(b - s) \tilde{h}(s)\ ds$$

$$\leq \int_a^{(a+b)/2} \sin \gamma(s - a) \tilde{h}(s)\ ds + \int_{(a+b)/2}^b \sin \gamma(b - s) \tilde{h}(s)\ ds < \infty.$$

It is easy to see now that

$$\beta'' + f_1(t, \beta) \leq \beta'' + \gamma^2 \beta + h(t) + h(\eta_1(t)) = 0.$$

Consider now the change of variables $x = u - \epsilon_1$ and apply Theorem II-4.2 to obtain a solution $u_1$ of (2.3), with $n = 1$, that verifies

$$\max\{\alpha_1(t), \alpha_2(t), \epsilon_1\} \leq u_1(t) \leq \beta(t).$$
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Step 5 – The problem (2.3) has at least one solution $u_n$ such that
\[
\max(\alpha_1(t), \alpha_2(t), \epsilon_n) \leq u_n(t) \leq u_{n-1}(t).
\]

Let us notice that $u_{n-1}$ is an upper solution of (2.3) since
\[
0 = u_{n-1}''(t) + f_{n-1}(t, u_{n-1}(t)) \geq u_{n-1}''(t) + f(t, u_{n-1}(t))
\]
and
\[
u_{n-1}(a) = u_{n-1}(b) = \epsilon_{n-1} \geq \epsilon_n.
\]
The claim follows by Theorem II-4.2.

Step 6 – Existence of a solution of (2.1). Consider now the pointwise limit
\[
\tilde{u}(t) = \lim_{n \to \infty} u_n(t).
\]
It is clear that, for any $n \geq 1,$
\[
\max\{\alpha_1(t), \alpha_2(t)\} \leq \tilde{u}(t) \leq u_n(t), \quad \forall t \in ]a, b[.
\]
Let now $K \subset ]a, b[$ be a compact interval. There is an index $n^* = n^*(K)$
such that $K \subset K_n$ for all $n \geq n^*$ and therefore for these $n \geq n^*,$
\[
0 = u_n''(t) + f_n(t, u_n(t)) = u_n''(t) + f(t, u_n(t)), \quad \forall t \in K.
\]
Hence the function $u_n$ is a solution of the equation in (2.1) for all $t \in K$ and $n \geq n^*.$
Moreover
\[
\sup\{|f(t, u)| \mid t \in K, \max\{\alpha_1(t), \alpha_2(t)\} \leq u \leq u_n^*(t)\} < +\infty.
\]
Then by Arzelà-Ascoli Theorem it is standard to conclude that $\tilde{u}$ is a solution of (2.1) on the interval $K$. Since $K$ was arbitrary, we find that $\tilde{u} \in C^2([a, b], \mathbb{R}_0^+)$ and, for all $t \in ]a, b[,
\[
\tilde{u}''(t) + f(t, \tilde{u}(t)) = 0.
\]
Since
\[
\tilde{u}(a) = \tilde{u}(b) = \lim_{n \to +\infty} \epsilon_n = 0,
\]
it remains only to check the continuity of $\tilde{u}$ at $t = a$ and $t = b.$

Let $\epsilon > 0$ be given. Take $n_\epsilon$ such that $u_{n_\epsilon}(0) < \epsilon.$ By the continuity
of $u_{n_\epsilon}(t)$ at $t = a,$ we can find a constant $\delta = \delta_\epsilon > 0$ such that for any $t \in ]a, a + \delta[,
\[
0 < u_{n_\epsilon}(t) < \epsilon.
\]
Hence, we obtain for such $t
\[
0 \leq \tilde{u}(t) < \epsilon.
\]
The same argument works in proving the continuity of $\tilde{u}(t)$ at $t = b.$ ■
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**Example 2.1** Consider the generalized Emden-Fowler equation with Dirichlet boundary conditions

\[ u'' + f(t) \frac{1}{u^\sigma} = h(t), \]
\[ u(a) = 0, \quad u(b) = 0, \]

where \( \sigma > 0 \) and \( f, h \in C([a, b]) \). If we assume \( f > 0 \) on \([a, b]\) and

\[ \int_a^b (t - a)(b - t)(f(t) + |h(t)|) \, dt < +\infty, \]

existence of a solution follows from Theorem 2.1. Notice that in this example \( h \) can change sign, \( f \) and \( h \) can be singular or zero at \( t = a \) and \( t = b \).

The next result improves condition (b) in Theorem 2.1. It replaces the eigenvalue condition to build the upper solution by condition (2.4) which is reminiscent of the variational approach and allows a time-mapping argument.

**Theorem 2.2** Let \( f : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R} \) be a continuous function. Assume that for every compact set \( L \subset \mathbb{R}^+ \), there is \( h_L \in A \cap C([a, b]) \) such that, for all \( t \in [a, b] \) and \( u \in L \),

\[ |f(t, u)| \leq h_L(t). \]

and condition (a) of Theorem 2.1 is satisfied.

Assume moreover there exist \( h \in A \cap C([a, b]) \) and a continuous, nondecreasing function \( \varphi : [0, +\infty] \to \mathbb{R}^+ \) such that

\[ \liminf_{u \to +\infty} \frac{2\Phi(u)}{u^2} < \left( \frac{\pi}{b-a} \right)^2, \quad (2.4) \]

where \( \Phi(u) = \int_0^u \varphi(s) \, ds \), and for some \( M > 0 \), all \( t \in [a, b] \) and all \( u \geq M \),

\[ f(t, u) \leq \varphi(u) + h(t). \quad (2.5) \]

Then the problem (2.1) has at least one solution

\[ u \in C([a, b], \mathbb{R}^+) \cap C^2([a, b], \mathbb{R}^+_0). \]

**Proof:** The argument is the same as that of Theorem 2.1 except for Step 4.
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Step 4 – Existence of a solution $u_1$ of (2.3), with $n = 1$, such that

$$\max\{\alpha_1(t), \alpha_2(t), \epsilon_1\} \leq u_1(t).$$

We already know that $\max\{\alpha_1(t), \alpha_2(t), \epsilon_1\}$ can be used as a lower solution. Hence, we only have to find an upper solution $\beta$, which we will write

$$\beta(t) = w(t) + \beta_0(t).$$

We can assume $M \geq \max\{\alpha_1(t), \alpha_2(t), \epsilon_1\}$. Hence, using (2.5), we can write for $t \in [a, b]$

$$f_1(t, u) = \max\{f(\eta(t), u), f(t, u)\} \leq \varphi(u) + h(t) + h(\eta_1(t)).$$

The function $w(t)$. Define $w \in C([a, b], \mathbb{R}^+) \cap C^2([a, b], \mathbb{R}^+)$ to be such that

$$w''(t) + h(t) + h(\eta_1(t)) = 0,$$

$$w(a) = 0, \quad w(b) = 0.$$

We have for all $t \in [a, b]$

$$w(t) = \int_a^b G(t, s)[h(s) + h(\eta_1(s))] \, ds \geq 0,$$

where $G(t, s)$ is the corresponding Green function and $h$ can be assumed to be nonnegative.

An auxiliary problem. Consider the function

$$\psi(u) = \varphi(M) + \epsilon_0 u^+, \quad \text{for all } u < M - \|w\|_\infty,$$

$$= \varphi(u + \|w\|_\infty) + \epsilon_0 u^+, \quad \text{for all } u \geq M - \|w\|_\infty,$$

with $u^+ = \max\{0, u\}$, and choose $\epsilon_0 > 0$ small enough so that

$$\liminf_{u \to +\infty} \frac{2\Psi(u)}{u^2} < \left(\frac{\pi}{b-a}\right)^2,$$

(2.6)

where $\Psi(u) = \int_0^u \psi(s) \, ds$. The function $\psi : \mathbb{R} \to \mathbb{R}^+_0$ is continuous and verify

$$\lim_{u \to +\infty} \psi(u) = +\infty.$$

(2.7)

We consider now the auxiliary problem

$$u'' + \psi(u) = 0,$$

$$u(\frac{a+b}{2}) = L, \quad u'(\frac{a+b}{2}) = 0,$$

(2.8)
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where \( L \in \mathbb{R}^+ \).

The function \( \beta_0 \). From the condition (2.6), we can find a sequence \((u_i)_i\) going to infinity and such that for some \( \delta \in [0, \frac{\pi}{b-a}] \),

\[
\lim_{i \to \infty} (2\Psi(u_i) - \delta^2 u_i^2) = -\infty.
\]

Hence, we can find a sequence \((L_i)_i\) going to infinity and such that

\[
2(\Psi(L_i) - \Psi(u)) < \delta^2(L_i^2 - u^2), \quad \forall u \in [0, L_i].
\]

Next, we deduce from the conservation of energy that any solution \( u \) of (2.8) is such that

\[
\frac{1}{\sqrt{2}} \int_{u(t)}^{L} \frac{du}{\sqrt{\Psi(L) - \Psi(u)}} = |t - \frac{a+b}{2}|.
\]

Let us choose then \( L_i \) large enough so that

\[
\frac{1}{\sqrt{2}} \int_{M}^{L_i} \frac{du}{\sqrt{\Psi(L_i) - \Psi(u)}} \geq \frac{1}{\delta} \int_{M/L_i}^{1} \frac{ds}{\sqrt{1 - s^2}} > \frac{b-a}{2}.
\]

We choose \( \beta_0 \) to be the solution of (2.8) for \( L = L_i \). It follows then that

\[
\frac{1}{\sqrt{2}} \int_{\beta_0(t)}^{L_i} \frac{dy}{\sqrt{\Psi(L_i) - \Psi(y)}} = |t - \frac{b+a}{2}| \leq \frac{b-a}{2} < \frac{1}{\sqrt{2}} \int_{M}^{L_i} \frac{du}{\sqrt{\Psi(L_i) - \Psi(u)}}.
\]

Hence, \( \beta_0 \) is defined on \([a, b]\) and \( \beta_0 \geq M \).

The upper solution. Now, we have \( \beta(t) = \beta_0(t) + w(t) \geq M \) and

\[
\beta''(t) + f_1(t, \beta(t)) = f_1(t, \beta(t)) - \psi(\beta_0(t)) - h(t) - h(\eta_1(t)) \\
\leq f_1(t, \beta(t)) - \varphi(\beta_0(t) + \|w\|_{\infty}) - h(t) - h(\eta_1(t)) \leq 0,
\]

which proves the claim. \( \blacksquare \)

Example 2.2 Consider the boundary value problem

\[
u'' + \lambda u(1 + \cos u) + \frac{1}{u(\pi-t)} = 0, \\
u(0) = 0, \quad u(\pi) = 0,
\]

where \( \lambda \geq 0 \). We can prove existence of a solution from Theorem 2.2 if \( \lambda \in ]1/2, 1[ \), but no existence result follows from Theorem 2.1.
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3 A derivative dependent Dirichlet problem

Next, we consider a problem with derivative dependent nonlinearity

\[ u'' + f(t, u, u') = 0, \quad u(a) = 0, \quad u(b) = 0. \] (3.1)

In the previous section, we imposed the slope \( \frac{f(t, u)}{u} \) to be larger than the first eigenvalue \( \lambda_1 \) as \( u \) goes to zero and smaller than \( \lambda_1 \) as \( u \) goes to infinity. To extend this assumption to (3.1) we consider the following auxiliary piecewise linear problem

\[ u'' + B|u'| + Cu = 0, \quad u(0) = 1, \quad u'(0) = 0, \]

with \( B, C > 0 \). The solution of this problem is positive on \( \Gamma(B, C) = \frac{4}{\sqrt{B^2 - 4C}} \), where

\[ \Gamma(B, C) = \begin{cases} \frac{4}{\sqrt{B^2 - 4C}} \tanh^{-1} \left( \frac{\sqrt{B^2 - 4C}}{B} \right), & \text{if } B^2 - 4C > 0, \\ \frac{4}{\sqrt{4C - B^2}} \tan^{-1} \left( \frac{\sqrt{4C - B^2}}{B} \right), & \text{if } B^2 - 4C < 0, \\ \frac{B}{B}, & \text{if } B^2 - 4C = 0. \end{cases} \]

We can now write the following theorem which we write, to diversify the framework, using Carathéodory conditions.

**Theorem 3.1** Let \( f : [a, b] \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R} \) satisfy a Carathéodory condition and assume that for each compact set \( L \subset \mathbb{R}_+ \times \mathbb{R} \) there exists \( h_L \in L^1_{\text{loc}}(a, b) \) such that, for a.e. \( t \in [a, b] \) and all \( (u, v) \in L \),

\[ |f(t, u, v)| \leq h_L(t). \]

Assume further

(a) there exists \( B_1, C_1 \geq 0 \) with \( b - a > \Gamma(B_1, C_1) \) and, for any compact set \( K \subset [a, b] \), there is \( \epsilon > 0 \) such that, for a.e. \( t \in K \), all \( u \in [0, \epsilon] \) and \( v \in \mathbb{R} \),

\[ f(t, u, v) \geq B_1|v| + C_1u; \]

(b) there exists \( B_2, C_2 \geq 0 \) with \( b - a < \Gamma(B_2, C_2) \), \( M > 0 \) and \( h \in \mathcal{A} \) such that, for a.e. \( t \in [a, b] \) and all \( (u, v) \in [M, \infty] \times \mathbb{R} \),

\[ f(t, u, v) \leq B_2|v| + C_2u + h(t); \]

(c) for any compact set \( L \subset \mathbb{R}_+ \), there exist a nondecreasing function \( \varphi \in \mathcal{C}(\mathbb{R}_+, \mathbb{R}_+) \) and \( \psi \in L^1_{\text{loc}}(a, b) \) such that, for a.e. \( t \in [a, b] \), all \( u \in L \) and \( v \in \mathbb{R} \) we have

\[ |f(t, u, v)| \leq \psi(t)\varphi(|v|). \]
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and, for some $C > 2$,

\[ \int_0^\infty \frac{ds}{\varphi(s)} = \infty, \]

\[ \Phi^{-1}(C| \int_t^{t+h} \psi(s) ds|) \in L^1(a, b), \]

where $\Phi(u) = \int_0^u \frac{ds}{\varphi(s)}$.

Then the problem (3.1) has at least one solution

\[ u \in C([a, b]) \cap C^1([a, b], \mathbb{R}^+_0) \cap W^{2,1}_{loc}(a, b). \]

**Remark 3.1** Assumption (a) is equivalent to assume there exist $B_1, C_1 \geq 0$, with $b - a > \Gamma(B_1, C_1)$, and a function $a_1 \in C^2_0([a, b], \mathbb{R}^+)$ such that:

(i) $t \in [a, b]$ implies $a_1(t) > 0$;
(ii) $f(t, u, v) \geq B_1|v| + C_1 u$, for all $t \in [a, b]$, $0 < u \leq a_1(t)$ and $v \in \mathbb{R}$;
(iii) $a''_1(t) > 0$, for all $t \in (a, (2a + b)/3) \cup [(a + 2b)/3, b]$.

**Proof of Theorem 3.1** : This proof paraphrases the proof of Theorem 2.1. Therefore, we will just outline the argument and refer to the corresponding steps of this proof.

**Step 1 – Construction of lower solutions.** Decreasing $B_1$ and $C_1$ if necessary, we can assume that $\Gamma(B_1, C_1) > (b - a)/3$. We define then $\alpha_2(t) = A_2 a_2(t)$, where $a_2$ is the solution of

\[ u'' + B_1|u'| + C_1 u = 0, \]
\[ u((b + a)/2) = 1, \quad u'((b + a)/2) = 0, \]

and $A_2$ is chosen small enough so that

\[ f(t, u, v) \geq B_1|v| + C_1 u \]

for a.e. $t \in [b + a - \frac{\Gamma(B_1, C_1)}{2}, b + a + \frac{\Gamma(B_1, C_1)}{2}]$, all $0 < u \leq \alpha_2(t)$ and all $v \in \mathbb{R}$.

Next, we choose $a_1$ from Remark 3.1 and let

\[ a_1(t) = A_1 a_1(t), \]

where $A_1 \in [0, 1]$ is small enough as in the corresponding Step 1 in Theorem 2.1.
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**Step 2 – Approximation problems.** We define the sequence of approximation problems

\[
\begin{align*}
    u'' + f_n(t, u, u') &= 0, \\
    u(a) &= \epsilon_n, \quad u(b) = \epsilon_n
\end{align*}
\]

as in the proof of Theorem 2.1. The functions \(f_i\) are defined on \([a, b] \times \mathbb{R}^+_0 \times \mathbb{R}\), satisfy

\[
f_1(t, u, v) \geq f_2(t, u, v) \geq \cdots \geq f_n(t, u, v) \geq f_{n+1}(t, u, v) \geq \cdots \geq f(t, u, v)
\]

and the sequence \((f_n)_n\) converges to \(f\) uniformly on compact subsets of \([a, b] \times \mathbb{R}^+_0 \times \mathbb{R}\). The sequence \((\epsilon_n)_n \subset \mathbb{R}^+_0\) is such that

\[
\lim_{n \to \infty} \epsilon_n = 0,
\]

\[
f(t, u, v) \geq B_1|v| + C_1u, \text{ for all } t \in [a + \frac{1}{2n+\tau}, b - \frac{1}{2n+\tau}], \; u \in [0, \epsilon_n], \; v \in \mathbb{R}.
\]

**Step 3 – \(\alpha_3(t) := \epsilon_n\) is a lower solution of (3.2).**

**Step 4 – Existence of a solution \(u_1\) of (3.2), with \(n = 1\), such that**

\[
\max(\alpha_1(t), \alpha_2(t), \epsilon_1) \leq u_1(t).
\]

Notice first that \(\max(\alpha_1(t), \alpha_2(t), \epsilon_1)\) is a \(W^{2,1}\)-lower solution of (3.2) with \(n = 1\).

Next, we prove that for some \(h \in A\)

\[
f_1(t, u, v) = \max\{f(\eta_1(t), u, v), f(t, u, v)\} \leq B_2|v| + C_2u + h(t),
\]

and define \(\beta\) such that

\[
\beta'' + B_2|\beta'| + C_2\beta + h(t) = 0,
\]

\[
\beta'(\frac{a+b}{2}) = R, \quad \beta'(\frac{a+b}{2}) = 0,
\]

with \(R > 0\) large enough to enforce \(\beta \geq M\). It turns out that \(\beta\) is an upper solution of (3.2), with \(n = 1\).

At last, we verify that

\[
|f_1(t, u, v)| \leq \varphi(|v|)(\psi(t) + \psi(\eta_1(t)))
\]

and that for \(\epsilon\) such that \(\frac{2}{1-\epsilon} \leq C\), we can write

\[
\Phi^{-1}\left(2 \left| \int_{\frac{a+b}{2}}^t (\psi(s) + \psi(\eta_1(s))) \, ds \right| \right)
\]

\[
\leq \Phi^{-1}\left(2 \left| \int_{\frac{a+b}{2}}^t \psi(s) \, ds \right| + 2 \left| \int_{\frac{a+b}{2}}^t \psi(\eta_1(s)) \, ds \right| \right)
\]

\[
\leq (1 - \epsilon) \Phi^{-1}\left(\frac{2}{1-\epsilon} \left| \int_{\frac{a+b}{2}}^t \psi(s) \, ds \right| \right) + \epsilon \Phi^{-1}\left(\frac{2}{1-\epsilon} \left| \int_{\frac{a+b}{2}}^t \psi(\eta_1(s)) \, ds \right| \right)
\]

\[
\leq (1 - \epsilon) \Phi^{-1}\left(C \left| \int_{\frac{a+b}{2}}^t \psi(s) \, ds \right| \right) + \epsilon \Phi^{-1}\left(\frac{2}{1-\epsilon} \left| \int_{\frac{a+b}{2}}^t \psi(\eta_1(s)) \, ds \right| \right).
\]
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Hence, \( \Phi^{-1}(2 | \int_{a+b}^{t} (\psi(s) + \psi(\eta_1(s))) \, ds |) \in L^1(a,b) \).

The claim follows now from Theorem II-4.6.

**Step 5** – The problem (3.2) has at least one solution \( u_n \) such that
\[
\max(\alpha_1(t), \alpha_2(t), \epsilon_n) \leq u_n(t) \leq u_{n-1}(t).
\]

**Step 6** – Existence of a solution of (3.1).

The proof of these steps repeats the corresponding argument used in the proof of Theorem 2.1 and uses Proposition II-4.5.

---

**4 A Multiplicity Result**

In this section, we consider a multiplicity result for the problem
\[
\begin{align*}
  u'' + f(t, u) &= 0, \\
  u(a) &= 0, \quad u(b) = 0.
\end{align*}
\]

(4.1)

The idea is, as in Section VIII-2.1, to put conditions so that the nonlinearity crosses twice the first eigenvalue. A first crossing is ensured by the existence of lower and upper solutions. The second one follows from conditions at infinity. Our first result allows some resonance in this second crossing.

**Theorem 4.1** Let \(\alpha\) and \(\beta\) \(\in C([a,b])\) be respectively a \(W^{2,1}\)-lower solution and a strict \(W^{2,1}\)-upper solution of (4.1) with \(0 \leq \alpha(t) \leq \beta(t)\) for \(t \in [a,b]\), \(\beta(a) > 0\) and \(\beta(b) > 0\).

Let \(E = \{ (t,u) \in [a,b] \times \mathbb{R} \mid \alpha(t) \leq u \} \) and \(f : E \to \mathbb{R}\) be an \(A\)-Carathéodory function.

Assume further there exist \(\rho > 0\) and \(c, d \in A, d > 0\) on \([a,b]\) such that
(a) for a.e. \(t \in [a,b]\) and all \(u \geq \rho,\)
\[
f(t,u) \geq d(t)\, u - c(t);
\]
(b) the first eigenvalue \(\mu_1\) of
\[
\begin{align*}
  u'' + \mu \, d(t) u &= 0, \\
  u(a) &= 0, \quad u(b) = 0,
\end{align*}
\]
(4.2)
is such that \(\mu_1 \leq 1\);
4. A Multiplicity Result

(c) \( \int_{a}^{b} \liminf_{u \to \infty} [f(t, u) - \mu_1 d(t) u] \psi_1(t) \, dt > 0, \)
where \( \psi_1 \) is a positive eigenfunction of (4.2) associated with \( \mu_1. \)

Then the problem (4.1) has at least two solutions \( u_1 \) and \( u_2 \in W^{2,A}(a, b) \)
such that for all \( t \in [a, b] \)
\[
\alpha(t) \leq u_1(t) < \beta(t), \quad u_1(t) \leq u_2(t).
\]

Proof: Claim – There exists \( R > 0 \) such that every solution \( u \geq \alpha \) of
\[
\begin{align*}
  u'' + f(t, u) &\leq 0, \\
  u(a) = 0, \quad u(b) = 0,
\end{align*}
\]
satisfies
\[
\max_{t \in [a, b]} u(t) < R.
\]

Suppose that, for any \( n \), \( u_n \) is a solution of
\[
\begin{align*}
  u_n'' + f(t, u_n) &\leq 0, \\
  u_n(a) = 0, \quad u_n(b) = 0,
\end{align*}
\]
with \( u_n \geq \alpha \) and \( \max_{t \in [a, b]} u_n(t) \geq n \). The function \( u_n \) can be written as
\[
u_n(t) = \bar{u}_n(t) + \tilde{u}_n(t),
\]
where \( \bar{u}_n(t) = a_n \psi_1(t), \ a_n \in \mathbb{R}, \) and \( \int_{a}^{b} \bar{u}_n(t) \psi_1'(t) \, dt = 0. \)

From Proposition A-4.4, we know
\[
\| \tilde{u}_n \|_{\infty} \leq K \int_{a}^{b} |u_n'' + \mu_1 d u_n| \psi_1 \, dt = K \int_{a}^{b} |u_n'' + \mu_1 d u_n| \psi_1 \, dt
\]
\[
\leq K \left[ 2 \int_{a}^{b} (u_n'' + \mu_1 d u_n) \psi_1 \, dt - \int_{a}^{b} (u_n'' + \mu_1 d u_n) \psi_1 \, dt \right].
\]

Using Lemma A-3.15, we have
\[
\int_{a}^{b} (u_n'' + \mu_1 d u_n) \psi_1 \, dt = \int_{a}^{b} (\psi_1'' + \mu_1 d \psi_1) u_n \, dt = 0.
\]

As \( f \) is an \( A \)-Carathéodory function, there exists \( h \in A \) so that for a.e.
\( t \in [a, b] \) and all \( u \in [\alpha(t), \rho], \ |f(t, u)| \leq h(t) \). Hence,
\[
\begin{align*}
  u_n'' + \mu_1 d(t) u_n &\leq -f(t, u_n) + \mu_1 d(t) u_n \\
  &\leq \mu_1 d(t)(\rho - u_n) + h(t) + |c(t)| + \mu_1 d(t) u_n \\
  &\leq h(t) + |c(t)| + \mu_1 d(t) \rho,
\end{align*}
\]
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and we obtain, using Proposition A-3.14,

\[ \| \bar{u}_n \|_{\infty} \leq 2K \int_a^b (h(t) + |c(t)| + \mu_1 d(t)\rho) \psi_1(t) \, dt \]
\[ \leq 2K K_1 \int_a^b (h(t) + |c(t)| + \mu_1 d(t)\rho)(t - a)(b - t) \, dt. \]

As \( \| u_n \|_{\infty} \to \infty \), we have \( a_n \to \infty \) and \( u_n(t) \to \infty \) for all \( t \in ]a, b[ \).

Notice next that, for a.e. \( t \in ]a, b[ \) and all \( u \in \mathbb{R}^+ \),

\[ (f(t, u) - \mu_1 d(t)u)\psi_1(t) \geq (-h(t) - |c(t)| - \mu_1 d(t)\rho)\psi_1(t) \in L^1. \]

Using Fatou’s lemma, we obtain the contradiction

\[ 0 = \lim_{n \to \infty} \int_a^b (u_n'' + \mu_1 d u_n) \psi_1 \, dt \]
\[ \geq \lim_{n \to \infty} \int_a^b (f(t, u_n) - \mu_1 d u_n) \psi_1 \, dt \]
\[ \geq \int_a^b \liminf_{n \to \infty} (f(t, u_n) - \mu_1 d u_n) \psi_1 \, dt > 0, \]

where we have used (c).

**Conclusion** – The proof follows now from Theorem III-2.13. 

In very much the same way we can prove the following which is a corollary of the preceding theorem. Here we do not allow resonance at infinity.

**Theorem 4.2** Let \( \alpha \) and \( \beta \in \mathcal{C}([a, b]) \) be respectively a \( W^{2,1} \)-lower solution and a strict \( W^{2,1} \)-upper solution of (4.1) with \( 0 \leq \alpha(t) \leq \beta(t) \) for \( t \in ]a, b[ \), \( \beta(a) > 0 \) and \( \beta(b) > 0 \).

Let \( E = \{(t, u) \in [a, b] \times \mathbb{R} \mid \alpha(t) \leq u \} \) and \( f : E \to \mathbb{R} \) be an \( \mathcal{A} \)-Carathéodory function.

Assume further there exist \( \rho > 0 \) and \( c, d \in \mathcal{A}, \ d > 0 \) on \( [a, b] \) such that

(a) for a.e. \( t \in ]a, b[ \) and all \( u \geq \rho, \)

\[ f(t, u) \geq d(t) u - c(t); \]

(b) the first eigenvalue \( \mu_1 \) of (4.2) is such that \( \mu_1 < 1 \).

Then the problem (4.1) has at least two solutions \( u_1 \) and \( u_2 \in W^{2,\mathcal{A}}(a, b) \) such that for all \( t \in ]a, b[ \)

\[ \alpha(t) \leq u_1(t) < \beta(t), \ u_1(t) \leq u_2(t). \]

We can obtain lower and upper solutions from the following propositions.
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Proposition 4.3 Let \( d \in A, \) \( d(t) > 0 \) a.e. on \([a, b]\) and assume that the first eigenvalue of (4.2) satisfies \( \mu_1 \geq 1. \) Suppose that there exist \( M > m > 0 \) such that, for a.e. \( t \in [a, b] \) and all \( u \in [m, M], \)

\[ f(t, u) \leq d(t)(u - m). \]

Then the problem (4.1) has a strict \( W^{2,1} \)-upper solution \( \beta \) such that \( \beta(t) \in [m, M] \) for every \( t \in [a, b]. \)

Proof: Let \( \beta_1 \) be a positive eigenfunction of (4.2) that corresponds to \( \mu_1 \) and such that \( \max_t \beta_1(t) < M - m. \) Then \( \beta(t) = \beta_1(t) + m \) is a strict \( W^{2,1} \)-upper solution. In fact, for \( t_0 \in [a, b[, \) let \( \delta_0 = \min\{t_0 - a, b - t_0\}, \)

\[ I_0 = [t_0 - \delta_0, t_0 + \delta_0], \]

and \( \epsilon_0 = \min_{t \in I_0} \beta_1(t). \) For a.e. \( t \in I_0 \) and any \( u \in [\beta(t) - \epsilon_0, \beta(t)], \) we have

\[ \beta'' + f(t, u) \leq \beta''_1 + d(t)(u - m) \leq 0 \]

and

\[ \beta(a) = \beta(b) = m > 0. \]

Proposition 4.4 Let \( d \in A, \) \( d(t) > 0 \) a.e. on \([a, b]\) and assume that the first eigenvalue of (4.2) satisfies \( \mu_1 \leq 1. \) Suppose that there exists \( l > 0 \) such that, for a.e. \( t \in [a, b] \) and all \( u \in [0, l[, \)

\[ f(t, u) \geq d(t) u. \]

Then the problem (4.1) has a \( W^{2,1} \)-lower solution \( \alpha \) such that \( \alpha(t) \in [0, l] \) for every \( t \in [a, b]. \)

Proof: Let \( \alpha \) be a positive eigenfunction of (4.2) that corresponds to \( \mu_1 \) and such that \( \max_t \alpha(t) < l. \) Then \( \alpha(t) \) is a \( W^{2,1} \)-lower solution.

Remark 4.1 If \( l < m, \) Propositions 4.3 and 4.4 give the existence of ordered lower and strict upper solutions of problem (4.1).

Remark 4.2 Notice that the lower solution \( \alpha \) given by Proposition 4.4 is concave. Hence, there exists \( k > 0 \) such that

\[ \alpha(t) \geq k(t - a)(b - t). \]

This can be used to verify the regularity assumption in Theorem 4.1. For example, if we consider \( f : [a, b[ \times \mathbb{R}_0^+ \rightarrow \mathbb{R} \) defined by

\[ f(t, u) = \frac{1}{(t - a)(b - t) u^\sigma} \]
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with $0 \leq \sigma < 1$, then, for any $t \in [a, b]$ and any $u \in [\alpha(t), R]$, we have

$$|f(t, u)| \leq \frac{1}{k^{\sigma}(t-a)^{1+\sigma}(b-t)^{1+\sigma}} \in A.$$  

**Example 4.1** Consider the problem

$$u'' + \frac{3}{t(\pi-t)} \left(\frac{1}{u^2} - \frac{2}{u} + u\right) = 0,$$

$$u(0) = 0, \quad u(\pi) = 0.$$  

The main feature of this example is that each of the terms $\frac{1}{u^2}$, $-\frac{2}{u}$, $u$ provides one of the basic assumptions in Theorem 4.1. The function $\alpha$ can be built from the singularity $\frac{1}{u^2}$ near the origin. The upper solution follows from the term $-\frac{2}{u}$ which dominates on a bounded interval away from the origin. The term $u$ implies the appropriate behaviour at infinity. This is clear if we check the following.

(a) The function

$$\alpha(t) = \alpha_0 t^{1/3}(\pi-t)^{1/3}$$

is a lower solution if $\alpha_0 > 0$ is small enough.

(b) The constant function

$$\beta(t) = 0, 9$$

is a strict upper solution.

(c) Given $R > 0$, if $u \in [\alpha(t), R]$ we have

$$|f(t, u)| = \left|\frac{3}{t(\pi-t)} \left(\frac{1}{u^2} - \frac{2}{u} + u\right)\right|$$

$$\leq \frac{3}{t(\pi-t)} \left(\frac{1}{\alpha_0^{2/3}(\pi-t)^{2/3}} + \frac{2}{\alpha_0 t^{2/3}(\pi-t)^{2/3}} + \alpha_0 R\right)$$

$$=: h_R(t)$$

and $h_R \in A$.

(d) Take $d(t) = \frac{2}{t(\pi-t)}$. Easy computations show that the first eigenvalue of

$$u'' + \mu d(t)u = 0,$$

$$u(0) = 0, \quad u(\pi) = 0$$

is $\mu_1 = 1$ with eigenfunction $\psi_1(t) = t(\pi - t)$. Then the assumptions of Theorem 4.1 are satisfied since

$$\liminf_{u \to +\infty} [f(t, u) - \mu_1 d(t)u] = \liminf_{u \to +\infty} \frac{1}{t(\pi-t)} [3(\frac{1}{u^2} - \frac{2}{u} + u) - 2u] = +\infty.$$  
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Chapter X

Singular Perturbations

1 Boundary layers at one end point

This section deals with problems such as

\[ \varepsilon u'' + u' - 1 = 0, \]
\[ u(0) = 0, \quad u(1) = 0, \]

where \( \varepsilon > 0 \) is a small parameter. This problem has the solution

\[ u_{\varepsilon}(t) = t - 1 - \frac{1 - e^{-t/\varepsilon}}{1 - e^{-1/\varepsilon}} \]

which tends to \( u_0(t) = t - 1 \) as \( \varepsilon \to 0 \), uniformly on compact subsets of \([0, 1]\). The convergence is however nonuniform at the left endpoint \( t = 0 \). In such a case, the solution is said to have a boundary layer at the end point \( t = 0 \). A symmetric situation holds for the problem

\[ \varepsilon u'' - u' + 1 = 0, \]
\[ u(0) = 0, \quad u(1) = 0. \]

Here, the convergence is uniform on compact subsets of \([0, 1]\) and the boundary layer takes place at the right endpoint \( t = 1 \). At last, let us recall that a richer example, which exhibits several types of boundary layers,

\[ \varepsilon u'' + uu' - u = 0, \]
\[ u(0) = A, \quad u(1) = B, \]

has been worked out in Section II-1.3.
Chapter 10. Singular Perturbations

The following theorems consider the boundary value problem

\[
\begin{align*}
\epsilon u'' + f(t, u, u') &= 0, \\
\quad u(a) &= 0, \quad u(b) = 0.
\end{align*}
\]  

(1.1)

They describe cases where a boundary layer takes place at the left end point \( t = a \). Symmetric results with a boundary layer at the right endpoint \( t = b \) can easily be deduced.

**Theorem 1.1** Let \( u_0 \in C^2([a, b]) \) and let

\[
F = \{(t, u) \mid a \leq t \leq b, \quad r_1(t) \leq u - u_0(t) \leq r_2(t) \},
\]

where \( r_1 \) and \( r_2 \) are two continuous functions on \([a, b]\) such that for all \( t \in [a, b] \)

\[
r_1(t) < 0 < r_2(t)
\]

and

\[
u_0(a) + r_1(a) < 0 < u_0(a) + r_2(a).
\]

Consider a function \( f \in C^1(F \times \mathbb{R}) \) such that

\[
\forall (t, u, v) \in F \times \mathbb{R}, \quad |f(t, u, v)| \leq \varphi(|v|),
\]

(1.2)

where \( \varphi \in C(\mathbb{R}^+) \) satisfies

\[
\int_0^\infty \frac{s \, ds}{\varphi(s)} = \infty.
\]

(1.3)

Assume

(a) \( u_0 \) is a solution of the reduced problem

\[
f(t, u_0(t), u_0'(t)) = 0, \quad u_0(b) = 0;
\]

(b) there exists \( \mu > 0 \) such that, for all \( (t, u, v) \in F \times \mathbb{R} \),

\[
\frac{\partial f}{\partial v}(t, u, v) \geq \mu > 0.
\]

Then for \( \epsilon \) small enough, there exists a solution \( u_{\epsilon} \) of (1.1) such that

\[
u_{\epsilon}(t) = u_0(t) + O(\epsilon + \exp(-\frac{\mu(t-a)}{\epsilon})).
\]
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Condition (b) can be interpreted as a stability assumption on the boundary layer equation
\[ \frac{dv}{ds} + f(t, u, v) = 0, \]
where \((t, u) \in F\) are fixed parameters. This assumption is essential to have the boundary layer at the initial point \(t = a\). If we reverse the inequalities, i.e. \(\frac{\partial f}{\partial v}(t, u, v) \leq -\mu < 0\), the boundary layer takes place at the terminal point \(t = b\).

Next, we show that an asymptotic result on the derivative can be obtained provided we reinforce the assumption on \(\frac{\partial f}{\partial v}(t, u, v)\).

**Theorem 1.2** Under the assumptions of Theorem 1.1 and if \(\frac{\partial f}{\partial v}(t, u, v)\) is bounded on \(F \times \mathbb{R}\), we have
\[ u'(t) = u'_0(t) + O(\varepsilon + \frac{1}{\varepsilon} \exp(-\frac{\mu(t-a)}{\varepsilon})). \]

**Proof of Theorem 1.1: Part A – The reduced problem.**

**Claim 1** – There exists a function \(h \in C^1(F)\) such that
\begin{enumerate}
  \item for any \((t, u, v) \in F \times \mathbb{R}\), \(f(t, u, v) = 0\) if and only if \(v = h(t, u)\);
  \item \(\frac{\partial h}{\partial u}(t, u) = -\frac{\partial f}{\partial u}(t, u, h(t, u)) \left[ \frac{\partial f}{\partial v}(t, u, h(t, u)) \right]^{-1}\).
\end{enumerate}

For any \((t, u) \in F\), assumption (b) implies \(f(t, u, .)\) is a strictly increasing function such that
\[ \lim_{v \to +\infty} f(t, u, v) = +\infty \quad \text{and} \quad \lim_{v \to -\infty} f(t, u, v) = -\infty. \]

It follows we can define \(h(t, u)\) to be the unique \(v\) such that \(f(t, u, v) = 0\). From implicit derivation, \(h \in C^1(F)\) and (ii) is satisfied.

**Claim 2** – For some \(Q > 0, \varepsilon_0 > 0\) small enough and any \(\varepsilon\) with \(|\varepsilon| \leq \varepsilon_0\), the solution \(v_0(t, \varepsilon)\) of the Cauchy problem
\[ u' = h(t, u), \quad u(b) = \varepsilon \quad (1.4) \]
is defined on \([a, b]\) and we have
\[ |v_0(t, \varepsilon) - u_0(t)| < |\varepsilon| \exp \frac{Q}{\mu}(b - t) = O(\varepsilon), \]
\[ |v'_0(t, \varepsilon) - u'_0(t)| < \frac{Q|\varepsilon|}{\mu} \exp \frac{Q}{\mu}(b - t) = O(\varepsilon). \]

Notice first that, as \(u_0 \in C^1([a, b])\) and \(f \in C^1(F \times \mathbb{R})\), there exist \(R > 0\) and \(Q > 0\) such that for all \((t, u) \in F\) and all \(v\) with \(|v - u'_0(t)| \leq R\),
\[ |\frac{\partial f}{\partial v}(t, u, v)| < Q. \]
Hence, in a neighbourhood of $u_0(t)$, $h(t,u)$ satisfies a Lipschitz condition with respect to $u$ with constant $Q/\mu$. The proof follows then from an application of Gronwall Lemma.

**Part B – Construction of $C^2$-lower and upper solutions of (1.1) in case $u_0(a) \geq 0$.**

Choose $K_1$ and $K_2$ such that

$$-r_1(a) > K_1 > u_0(a) \quad \text{and} \quad K_2 > \frac{1}{Q} \|u''_0\|_{\infty}$$

and define $\lambda_1$ and $\lambda_2$ to be the greater and the smaller roots of $\varepsilon \lambda^2 - \mu \lambda + Q = 0$. We have

$$\lambda_1 = \frac{\mu}{\varepsilon} - \lambda_2, \quad \lambda_2 = \frac{2Q}{\mu + \sqrt{\mu^2 - 4\varepsilon Q}} = \frac{Q}{\mu} + O(\varepsilon).$$

Notice that for $\varepsilon > 0$ small enough the functions

$$\alpha(t) = v_0(t, -\varepsilon) - K_1 \exp(-\lambda_1(t-a)) - \varepsilon K_2[\exp(\lambda_2(b-t)) - 1],$$

$$\beta(t) = v_0(t, \varepsilon) + \varepsilon K_2[\exp(\lambda_2(b-t)) - 1],$$

have their graph in $F$.

**Claim 1** – $\beta > \alpha$. It is clear that

$$\beta(t) - \alpha(t) > v_0(t, \varepsilon) - v_0(t, -\varepsilon).$$

Also, as $v_0(b, \varepsilon) > v_0(b, -\varepsilon)$ we deduce from the uniqueness of the solutions of the Cauchy problem (1.4) that, for all $t \in [a, b]$, $v_0(t, \varepsilon) > v_0(t, -\varepsilon)$, i.e. $\beta > \alpha$.

**Claim 2** – For $\varepsilon > 0$ small enough,

$$\varepsilon \alpha''(t) + f(t, \alpha(t), \alpha'(t)) \geq 0 \quad \text{and} \quad \varepsilon \beta''(t) + f(t, \beta(t), \beta'(t)) \leq 0.$$ 

Let us write $v_0(t)$ for $v_0(t, -\varepsilon)$. Observe then that, for $\varepsilon$ small enough,

$$\{(t, v_0(t) + \xi(\alpha(t) - v_0(t))) \mid t \in [a, b], \xi \in [0,1] \} \subset F$$

and

$$f(t, \alpha, \alpha') = f(t, v_0, v'_0) + \frac{\partial f}{\partial u}(t, v_0 + \xi_1(\alpha - v_0), v'_0)(\alpha - v_0)$$

$$+ \frac{\partial f}{\partial v}(t, \alpha, v'_0 + \xi_2(\alpha' - v'_0))(\alpha' - v'_0),$$

for some $0 < \xi_i = \xi_i(t) < 1$, $i = 1, 2$. Hence, we have

$$\varepsilon \alpha'' + f(t, \alpha, \alpha') = \varepsilon v''_0 - \varepsilon K_1 \lambda_1^2 \exp(-\lambda_1(t-a)) - \varepsilon^2 K_2 \lambda_2^2 \exp(\lambda_2(b-t))$$
Part C – The case $u_0(a)<0$. The same arguments hold with

$\alpha(t) = v_0(t, -\varepsilon) - K_2[\exp(\lambda_2(b-t)) - 1],$

$\beta(t) = v_0(t, \varepsilon) + K_1 \exp(-\lambda_1(t-a)) + \varepsilon K_2[\exp(\lambda_2(b-t)) - 1],$

and appropriate $K_1$ and $K_2$.

Part D – Conclusion. The proof follows now from Theorem II-1.3.

Proof of Theorem 1.2 : Claim 1 - $|u'_\varepsilon(a) - u'_0(a)| = O(\frac{1}{\varepsilon})$. Let $u_\varepsilon$ be the solution of (1.1) given by Theorem 1.1. It follows from this theorem that $z_\varepsilon(t) = u_\varepsilon(t) - u_0(t) = O(1)$ and we verify that

$$\varepsilon z''_\varepsilon = -\varepsilon u''_0 - \frac{\partial f}{\partial u}(t, u_0 + \xi_1 z_\varepsilon, u'_0) z_\varepsilon - \frac{\partial f}{\partial v}(t, u_\varepsilon, u'_0 + \xi_2 z'_\varepsilon) z'_\varepsilon,$$

February 19, 2005
where \( \xi_1 = \xi_1(t) \), \( \xi_2 = \xi_2(t) \in [0, 1] \). Hence, we can find \( M > 0 \) large enough so that
\[
\varepsilon |z''_\varepsilon| \leq \sup_{t} \left| \frac{\partial f}{\partial u}(t, u, u'_0(t)) \right| |z'_\varepsilon| + \sup_{F \times \mathbb{R}} \left| \frac{\partial f}{\partial v}(t, u, v) \right| |z''_\varepsilon| + \varepsilon \| u''_0 \|_\infty
< M (|z'_\varepsilon| + 1).
\]

Let \( N_0 = 2r/(b - a) \), where \( \|z_\varepsilon\|_\infty \leq r \). If we define \( N_\varepsilon \) to be such that
\[
\int_{N_0}^{N_\varepsilon} \frac{s}{1 + s} \, ds = \frac{2rM}{\varepsilon},
\]
we deduce from (1.5) that \( |z'_\varepsilon(t)| \leq N_\varepsilon \). As the function
\[
\psi(r) = \int_{0}^{r} \frac{s}{1 + s} \, ds
\]
is convex, we compute
\[
\frac{2rM}{\varepsilon} = \psi(N_\varepsilon) - \psi(N_0) \geq \psi'(N_0)(N_\varepsilon - N_0) \geq \frac{N_0}{1 + N_0}(N_\varepsilon - N_0)
\]
and it follows that
\[
|z'_\varepsilon(t)| \leq N_\varepsilon \leq N_0 + \frac{M}{\varepsilon}(1 + N_0)(b - a) = O(\frac{1}{\varepsilon}).
\]

**Conclusion** – We know that
\[
|z_\varepsilon(t)| \leq S(t, \varepsilon) := L(\varepsilon + e^{-\mu(t-a)/\varepsilon})
\]
for some \( L > 0 \) and we have also that
\[
\varepsilon z''_\varepsilon = -\frac{\partial f}{\partial u}(t, u_0 + \xi_1 z_\varepsilon, u'_0 z_\varepsilon) - \frac{\partial f}{\partial v}(t, u_\varepsilon, u'_0 + \xi_2 z'_\varepsilon) z'_\varepsilon - \varepsilon u''_0.
\]
This implies
\[
\varepsilon z''_\varepsilon \leq Q S(t, \varepsilon) - \mu z'_\varepsilon + \varepsilon K, \quad \text{if } z'_\varepsilon \geq 0,
\]
\[
\varepsilon z''_\varepsilon \geq -Q S(t, \varepsilon) - \mu z'_\varepsilon - \varepsilon K, \quad \text{if } z'_\varepsilon < 0,
\]
where \( Q \) is defined as in the proof of Theorem 1.1 and \( K > 0 \). It follows that
\[
\varepsilon \frac{d}{dt} |z'_\varepsilon| \leq Q S(t, \varepsilon) - \mu |z'_\varepsilon| + \varepsilon K,
\]
which implies using Claim 1
\[
|z'_\varepsilon(t)| \leq |z'_\varepsilon(a)| \exp -\frac{\mu(t-a)}{\varepsilon} + \frac{Q}{\varepsilon} \int_{a}^{t} S(s, \varepsilon) \exp -\frac{\mu(t-s)}{\varepsilon} \, ds + O(\varepsilon),
\]
\[
\leq O(\varepsilon + \frac{1}{\varepsilon} \exp -\frac{\mu(t-a)}{\varepsilon}). \quad \blacksquare
\]
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The boundary layers can appear in higher order terms only. This is the case in the Robin problem

\[ \varepsilon u'' + f(t, u, u') = 0, \]
\[ u(a) = 0, \quad u'(b) = 0. \]

More generally, we consider the boundary value problem

\[ \varepsilon u'' + f(t, u, u') = 0, \]
\[ a_1 u(a) - a_2 u'(a) = A, \]
\[ b_1 u(b) + b_2 u'(b) = B. \]

As above the assumption (b) will ensure that the boundary layer takes place at the initial point \( t = a \). Further, we assume that at this point the boundary condition is not of Dirichlet type, i.e. \( a_2 \neq 0 \). This implies that the boundary layer that appears in the function \( u_\varepsilon \) is not of first order, i.e.

\[ u_\varepsilon(t) = u_0(t) + O(\varepsilon). \]

**Theorem 1.3** Let \( A, B \in \mathbb{R}, a_1, a_2 \in \mathbb{R}, a_2 > 0, b_2 \geq 0, b_1^2 + b_2^2 > 0 \). Let \( u_0 \in C^2([a, b]), F \) be a closed neighbourhood of the graph of \( u_0 \) and \( f \in C^1(F \times \mathbb{R}) \). Assume

(a) \( u_0 \) is a solution of the reduced problem

\[ f(t, u_0(t), u_0'(t)) = 0, \quad b_1 u_0(b) + b_2 u_0'(b) = B; \]

(b) there exists \( \mu > 0 \) such that, for all \((t, u, v) \in F \times \mathbb{R}, \)

\[ \frac{\partial f}{\partial v}(t, u, v) \geq \mu > 0; \]

(c) \( \Delta = b_1 \frac{\partial f}{\partial u}(b, u_0(b), u_0'(b)) - b_2 \frac{\partial f}{\partial u_0}(b, u_0(b), u_0'(b)) > 0. \)

Then for \( \varepsilon \) small enough, there exists a solution \( u_\varepsilon \) of (1.6) such that

\[ u_\varepsilon(t) = u_0(t) + O(\varepsilon), \]
\[ u_\varepsilon'(t) = u_0'(t) + O(\varepsilon + \exp(-\frac{\mu(t-a)}{\varepsilon})). \]

**Proof : Part A – The reduced problem.**

As in the proof of Theorem 1.1, we define the function \( h \in C^1(F) \) such that \( f(t, u, v) = 0 \) if and only if \( v = h(t, u) \).

Next for \( \eta_0 > 0 \) small enough and any \( \eta \) with \( |\eta| \leq \eta_0 \), we can prove that the solution \( v_0(t, \eta) \) of the Cauchy problem

\[ u' = h(t, u), \quad u(b) = u_0(b) + \eta \]

(1.7)
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is defined on \([a, b]\) and verifies

\[
|v_0(t, \eta) - u_0(t)| < |\eta| \exp \frac{Q}{\mu}(b - t) = O(\eta),
\]

\[
|v'_0(t, \eta) - u'_0(t)| < \frac{Q}{\mu} \exp \frac{Q}{\mu}(b - t) = O(\eta),
\]

for some \(Q \geq 0\).

At last, we compute

\[
b_1v_0(b, \eta) + b_2v'_0(b, \eta) - B = b_1(u_0(b) + \eta) + b_2h(b, u_0(b) + \eta) - B
\]

\[
= b_1\eta + b_2 \frac{\partial h}{\partial u}(b, u_0(b) + \xi) \eta,
\]

where \(\xi \in [0, 1]\). As \(h \in C^1(F)\), we have

\[
b_1v_0(b, \eta) + b_2v'_0(b, \eta) - B = [b_1 + b_2 \frac{\partial h}{\partial u}(b, u_0(b))] \eta + o(\eta)
\]

\[
= \Delta[\frac{Q}{\mu}(b, u_0(b), h(b, u_0(b)))]^{-1} \eta + o(\eta).
\]

**Part B – Construction of \(C^2\)-lower and upper solutions of (1.6).**

Choose \(K_1, K_2\) and \(K_3 > 0\) such that

\[
K_1 > \frac{1}{\alpha_2\mu}|a_1u_0(a) - a_2v'_0(a) - A|,
\]

\[
K_2 > \frac{1}{Q}\|u''_0\|_{\infty}, \quad K_3 > \frac{K_2b_2Q}{\Delta \mu} \frac{\partial h}{\partial u}(b, u_0(b), h(b, u_0(b))),
\]

and let \(\lambda_1 = \frac{\mu}{\varepsilon} + O(1)\) and \(\lambda_2 = \frac{Q}{\mu} + O(\varepsilon)\) be as in the proof of Theorem 1.1. Define now

\[
\alpha(t) = v_0(t, -\varepsilon K_3) - \varepsilon K_1 \exp(-\lambda_1(t - a)) - \varepsilon K_2[\exp(\lambda_2(b - t)) - 1],
\]

\[
\beta(t) = v_0(t, \varepsilon K_3) + \varepsilon K_1 \exp(-\lambda_1(t - a)) + \varepsilon K_2[\exp(\lambda_2(b - t)) - 1].
\]

If \(\varepsilon\) is small enough, these functions have their graph in \(F\).

First, we prove as previously that \(\beta > \alpha\).

Next, repeating the argument in the proof of Theorem 1.1 we have for small values of \(\varepsilon > 0\)

\[
\varepsilon \alpha''(t) + f(t, \alpha(t), \alpha'(t)) \geq \varepsilon[v''_0(t, -\varepsilon K_3) + K_2Q] \geq 0
\]

and

\[
\varepsilon \beta''(t) + f(t, \beta(t), \beta'(t)) \leq 0.
\]

At last we compute for \(\varepsilon > 0\) small enough

\[
a_1\alpha(a) - a_2\alpha'(a) - A = a_1u_0(a) - a_2v'_0(a) - A - K_1a_2\mu + O(\varepsilon) \leq 0,
\]

\[
b_1\alpha(b) + b_2\alpha'(b) - B = b_1v_0(b, -\varepsilon K_3) + b_2v'_0(b, -\varepsilon K_3) - B
\]

\[
-\varepsilon K_1(b_1 - b_2\lambda_1)e^{-\lambda_1(b - a)} + \varepsilon K_2b_2\lambda_2
\]

\[
= -\varepsilon K_3\Delta[\frac{Q}{\mu}(b, u_0(b), u'_0(b))]^{-1} + \varepsilon K_2b_2 \frac{Q}{\mu} + o(\varepsilon) \leq 0
\]
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and in a similar way we obtain
\[ a_1\beta(a) - a_2\beta'(a) - A \geq 0, \]
\[ b_1\beta(b) + b_2\beta'(b) - B \geq 0. \]

Condition (b) implies a one-sided Nagumo condition and the boundary conditions a bound on \( u'(a) \), so that existence of a solution \( u_\varepsilon \in [\alpha, \beta] \) follows from Theorem II-3.2.

**Part C – Estimate on the derivative \( u_\varepsilon' \).**
First we deduce from the boundary conditions that
\[ u_\varepsilon'(a) - u_0'(a) = O(1). \]

Second, we know that \( |u_\varepsilon(a) - u_0(a)| \leq S(t, \varepsilon) = L\varepsilon \) for some \( L > 0 \), and we deduce as in the proof of Theorem 1.2
\[ u_\varepsilon(t) - u_0(t) = O(\varepsilon + \exp -\mu \varepsilon (t-a)). \]

**Example 1.1** Consider the problem
\[ \varepsilon u'' + \frac{1}{2} - u + \frac{1}{2}(t + \frac{1}{2}(u' + u'^3) = 0, \]
\[ u'(0) = 0, \quad u(1) = 2. \]

The hypothesis of Theorem 1.3 are satisfied with \( u_0(t) = t+1, \frac{\partial f}{\partial u}(t, u, v) \geq \frac{1}{4} \) and \( \Delta = 3. \)

**2 Boundary layers at both end points**
Consider the problem
\[ \varepsilon u'' + f(t, u) = 0, \]
\[ u(a) = A, \quad u(b) = B, \quad (2.1) \]
where \( \varepsilon \) is a small positive parameter. The following theorem uses a stability assumption
\[ \frac{\partial f}{\partial u}(t, u) \leq -m < 0 \]
which produces boundary layers at both end points.
Theorem 2.1 Let \( u_0 \in C^2([a, b]) \) and let
\[
E = \{(t, u) \mid a \leq t \leq b, \ r_1(t) \leq u - u_0(t) \leq r_2(t)\},
\]
where \( r_1 \) and \( r_2 \) are two continuous functions on \([a, b]\) such that for all \( t \in [a, b] \)
\[
r_1(t) < 0 < r_2(t)
\]
and
\[
u_0(a) + r_1(a) < A < u_0(a) + r_2(a),
\]
\[
u_0(b) + r_1(b) < B < u_0(b) + r_2(b).
\]
Consider a function \( f \in C^1(E) \) and assume
(a) \( u_0 \) is a solution of the reduced problem
\[
f(t, u_0(t)) = 0;
\]
(b) there exists \( m > 0 \) such that, for all \((t, u) \in E, \)
\[
\frac{\partial f}{\partial u}(t, u) \leq -m < 0.
\]
Then for \( \varepsilon \) small enough, there exists a solution \( u_\varepsilon \) of (2.1) such that for any \( t \in [a, b] \)
\[
|u_\varepsilon(t) - u_0(t)| \leq |u_0(a) - A|\exp(-\sqrt{\frac{m}{\varepsilon}}(t - a))
\]
\[
+|u_0(b) - B|\exp(-\sqrt{\frac{m}{\varepsilon}}(b - t)) + \frac{\|u''_0\|_\infty\varepsilon}{m}.
\]
Proof : Consider for example the case where \( u_0(a) < A, \ u_0(b) > B, \) the other cases are treated in a similar way.

It is easy to see that
\[
\alpha(t) = u_0(t) - (u_0(b) - B)\exp(-\sqrt{\frac{m}{\varepsilon}}(b - t)) - \frac{\|u''_0\|_\infty\varepsilon}{m}
\]
is a \( C^2 \)-lower solution of (2.1),
\[
\beta(t) = u_0(t) + (A - u_0(a))\exp(-\sqrt{\frac{m}{\varepsilon}}(t - a)) + \frac{\|u''_0\|_\infty\varepsilon}{m}
\]
is a \( C^2 \)-upper solution and \( \alpha(t) \leq \beta(t) \). Whence, we can apply Theorem II-1.5.
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Remark 2.1 implies that $u_\varepsilon$ goes to $u_0$ with $\varepsilon > 0$, uniformly on compact subsets of $]a, b[.$

Boundary layers at both end points can occur in systems with derivative dependence. Consider for example the problem

$$
\varepsilon u'' - tu' |u'| - u = 0 \\
u(-1) = 1, \ u(1) = 2.
$$

Its solution satisfies

$$
\lim_{\varepsilon \to 0^+} u_\varepsilon(t) = 0
$$

if $t \not= \pm 1$, with uniform convergence on compact subsets of $]-1, 1[.$ The limiting function $u_0(t) = 0$ is the continuous solution of the reduced equation

$$
tu' |u'| + u = 0.
$$

Exercise 2.1 Prove the above statements using lower and upper solutions.

3 Angular solutions

Here we consider a problem

$$
\varepsilon u'' + f(t, u, u') = 0, \\
u(a) = A, \ u(b) = B,
$$

and work out conditions so that it has a solution that converges uniformly to a function $u_0 \in C([a, b])$ which is only piecewise $C^2$ but satisfies both boundary conditions. These are the so-called angular solutions. In this case a boundary layer in the derivative $u_\varepsilon'$ takes place at points $t_0$ where the derivative $u_0'$ is discontinuous. Notice that boundary layers also appear in the function $u_0$ but only in terms of higher order with respect to $\varepsilon$. A first result of this type is the following.

Theorem 3.1 Let $u_0 \in C([a, b])$ be such that for some $t_0 \in ]a, b[.$

$$
u_0 \in C^2([a, t_0]), \ u_0 \in C^2([t_0, b]) \quad \text{and} \quad D_t u_0(t_0) < D_r u_0(t_0).
$$

Let also $E$ be a neighbourhood of

$$
\{(t, u) \mid t \in [a, b] \setminus \{t_0\}, \ u = u_0(t), \ v = u_0'(t) \quad \text{or} \quad t = t_0, \ u = u_0(t_0), \ D_t u_0(t_0) \leq v \leq D_r u_0(t_0)\}.
$$

Consider a function $f \in C^1(E)$ and assume

February 19, 2005
(a) $u_0$ is a solution of the reduced problem

$$f(t, u_0(t), u_0'(t)) = 0, \quad \text{if } t \in [a, b] \setminus \{t_0\},$$

$$u_0(a) = A, \quad u_0(b) = B;$$

(b) $\frac{\partial f}{\partial u}(t, u_0(t), D_t u_0(t)) < 0$ if $a \leq t \leq t_0$,

$$\frac{\partial f}{\partial u}(t, u_0(t), D_t u_0(t)) > 0 \text{ if } t_0 \leq t \leq b;$$

(c) $f(t_0, u_0(t_0), v) < 0$ if $D_t u_0(t_0) < v < D_r u_0(t_0)$.

Then, for $\varepsilon > 0$ small enough, the problem (3.1) has at least one solution $u_\varepsilon$ such that, for any $\delta > 0$,

$$u_\varepsilon(t) = u_0(t) + O(\varepsilon), \quad u_\varepsilon'(t) = u_0'(t) + O(\varepsilon), \quad \text{if } t \in [a, b] \setminus [t_0 - \delta, t_0 + \delta],$$

$$u_\varepsilon(t) = u_0(t) + O(\varepsilon^{1/2}), \quad u_\varepsilon'(t) = O(1), \quad \text{if } t \in [t_0 - \delta, t_0 + \delta].$$

**Proof : Part 1 – A modified problem.** Since $\frac{\partial f}{\partial u}(t, u_0(t), u_0'(t)) \neq 0$, we can extend the restriction of $u_0$ on $[a, t_0]$ into $u_a \in C^1([a, t_0 + \delta_0])$ such that $f(t, u_a(t), u_a'(t)) = 0$ and $\delta_0 > 0$. In the same way, restricting $\delta_0$ if necessary, we extend $u_0$ into $u_b \in C^1([t_0 - \delta_0, b])$ such that

$$f(t, u_b(t), u_b'(t)) = 0 \quad \text{and} \quad 4\delta_0 < u_b'(t_0) - u_a'(t_0).$$

Next, we consider the sets

$$\mathcal{R}_a = \{(t, u, v) \mid a \leq t \leq t_0 + \delta_0, |u - u_a(t)| \leq \delta_0, |v - u_a'(t)| \leq \delta_0\},$$

$$\mathcal{R}_b = \{(t, u, v) \mid t_0 - \delta_0 \leq t \leq b, |u - u_b(t)| \leq \delta_0, |v - u_b'(t)| \leq \delta_0\},$$

$$\mathcal{R}_{t_0} = \{(t, u, v) \mid t_0 - \delta_0 \leq t \leq t_0 + \delta_0, |u - u_0(t)| \leq \delta_0, u_a'(t) + \delta_0 \leq v \leq u_b'(t) - \delta_0\}.$$

If $\delta_0 > 0$ is small enough, it is clear from assumptions (b) and (c) that there exist constants $\mu > 0$ and $Q > 0$ such that:

$$|\frac{\partial f}{\partial u}(t, u, v)| < Q, \quad \text{if } (t, u, v) \in \mathcal{R}_a \cup \mathcal{R}_b;$$

$$\frac{\partial f}{\partial u}(t, u, v) < -\mu, \quad \text{if } (t, u, v) \in \mathcal{R}_a; \quad \frac{\partial f}{\partial u}(t, u, v) > \mu, \quad \text{if } (t, u, v) \in \mathcal{R}_b;$$

$$f(t, u, v) < -\mu, \quad \text{if } (t, u, v) \in \mathcal{R}_{t_0}.$$

We transform now $f$ outside of $\mathcal{R}_a \cup \mathcal{R}_b \cup \mathcal{R}_{t_0}$ so that the modified function $\tilde{f}$ satisfies a Nagumo condition and consider the modified problem

$$\varepsilon u'' + \tilde{f}(t, u, u') = 0,$$

$$u(a) = A, \quad u(b) = B.$$  \hfill (3.2)
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3. Angular solutions

Part 2 – Construction of $C^2$-lower and upper solutions of (3.2). Let $\lambda_1$ be the root of the equation $\varepsilon\lambda^2 - \mu\lambda + Q = 0$ such that

$$\lambda_1 = (\mu - \sqrt{\mu^2 - 4\varepsilon Q})/2\varepsilon = Q/\mu + O(\varepsilon) > 0.$$ 

and choose $K > 0$ large enough so that

$$QK > (\exp(\lambda_1(t_0 - a)) - 1) \max_{t \in [a,t_0]} |u''_0(t)|,$$

$$QK > (\exp(\lambda_1(b - t_0)) - 1) \max_{t \in [t_0,b]} |u''_0(t)|.$$ 

Let also

$$\lambda_2 = \frac{(u'_b(t_0) - u'_a(t_0) - 2\delta_0)}{\varepsilon^{1/2}}$$

which is positive for $\delta_0$ small enough and such that for $\varepsilon > 0$ small enough

$$\varepsilon\lambda_2^2 - \mu\lambda_2 + Q < 0.$$ 

Define now

$$\alpha(t) = u_0(t) - \varepsilon K e^{\lambda_1(t-a) - 1}, \quad \text{if } a \leq t \leq t_0,$$

$$= u_0(t) - \varepsilon K e^{\lambda_1(b-t) - 1}, \quad \text{if } t_0 \leq t \leq b$$

and

$$\beta(t) = u_0(t) + \varepsilon K e^{\lambda_1(t_0-a) - 1} + \varepsilon^{1/2} e^{\lambda_2(t-t_0)}, \quad \text{if } a \leq t \leq t_0,$$

$$= u_0(t) + \varepsilon K e^{\lambda_1(b-t) - 1} + \varepsilon^{1/2} e^{\lambda_2(t_0-t)}, \quad \text{if } t_0 \leq t \leq b.$$ 

We can verify then that, for $\varepsilon > 0$ small enough, these functions are respectively $C^2$-lower and upper solutions of (3.2). This is a tedious but straightforward calculation. For example, we compute for $t \leq t_0$,

$$\varepsilon\alpha'' + \tilde{f}(t, \alpha, \alpha')$$

$$= \varepsilon\alpha'' + \tilde{f}(t, u_0, u'_0) + \frac{\partial \tilde{f}}{\partial u}(t, x, y)(\alpha - u_0) + \frac{\partial \tilde{f}}{\partial u'}(t, x, y)(\alpha' - u'_0)$$

$$\geq \varepsilon\alpha'' + Q(\alpha - u_0) - \mu(\alpha' - u'_0)$$

$$\geq \varepsilon \left[ - \max_{t \in [a,t_0]} |u''_0(t)| + Q \frac{K}{e^{\lambda_1(t_0-a) - 1}} \right] > 0,$$

where $(x, y)$ is on the segment joining $(\alpha, \alpha')$ and $(u_0, u'_0)$. Similarly, we have to check

$$\varepsilon\beta'' + \tilde{f}(t, \beta, \beta') \geq 0$$
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separately for \((t, \beta(t), \beta'(t))\) in each of the regions \(R_a, R_b\) and \(R_{t_0}\). We also have to notice that \(D^- \beta(t_0) > D_+ \beta(t_0)\).

At last, we deduce from Theorem II-1.3 that the modified problem of (3.2) has a solution \(u_\varepsilon\) with
\[
\alpha \leq u_\varepsilon \leq \beta.
\]

**Part 3 – \(u_\varepsilon\) solves (3.1).** First, we deduce from the definition of \(\alpha\) and \(\beta\) that there exists \(k > 0\) such that
\[
|u_\varepsilon(t) - u_0(t)| = O(\varepsilon + \varepsilon^{1/2} \exp(-\frac{k}{\varepsilon^{1/2}}|t - t_0|)). \tag{3.3}
\]

To obtain a bound on \(u_\varepsilon'\), consider the function \(z_\varepsilon = u_\varepsilon - u_0\) on \([a, t_0]\). It satisfies an equation of the form
\[
\varepsilon z_\varepsilon'' + p_\varepsilon(t)z_\varepsilon' = q_\varepsilon(t),
\]
where
\[
p_\varepsilon(t) = \frac{\partial f}{\partial u}(t, u_\varepsilon(t), u_0'(t) + \xi_1(t)(u_\varepsilon(t) - u_0(t))),
\]
\[
q_\varepsilon(t) = -\varepsilon u_\varepsilon''(t) - \frac{\partial f}{\partial u}(t, u_0(t) + \xi_2(t)(u_\varepsilon(t) - u_0(t)), u_0'(t))z_\varepsilon(t),
\]
and \(\xi_1(t), \xi_2(t) \in [0, 1]\). If
\[
(t, u_\varepsilon(t), u_\varepsilon'(t)) \quad \text{and} \quad (t, u_0(t), u_0'(t)) \in R_a
\]
we have
\[
p_\varepsilon(t) \leq -\mu < 0 \quad \text{and} \quad |q_\varepsilon(t)| = O(\varepsilon + \varepsilon^{1/2} \exp(-\frac{k}{\varepsilon^{1/2}}|t - t_0|)).
\]

We deduce then from (3.3), there exist \(k_1 > 0\) and \(t_1 \in [t_0 - 2k_1 \varepsilon^{1/4}, t_0]\) such that
\[
\|z_\varepsilon\|_\infty \leq k_1 \varepsilon^{1/2} \quad \text{and} \quad |z_\varepsilon'(t_1)| \leq \varepsilon^{1/4}.
\]

This implies that, for all \(t \in [a, t_1]\) and \(\varepsilon\) small enough, \(|z_\varepsilon'(t)| < \delta_0\). Assume by contradiction there exists \(t'_1 \in [a, t_1]\) so that
\[
\forall t \in [t'_1, t_1], \quad |z_\varepsilon'(t)| < \delta_0 \quad \text{and} \quad |z_\varepsilon'(t'_1)| = \delta_0.
\]

Notice that on \([t'_1, t_1]\), \(q_\varepsilon(t) = O(\varepsilon)\), so that for \(\varepsilon\) small enough, we compute
\[
|u_\varepsilon'(t) - u_0'(t)| \leq \varepsilon^{1/4} \exp(-\frac{\mu(t'_1-t)}{\varepsilon}) + O(\varepsilon) < \delta_0 \quad \tag{3.4}
\]
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and come to a contradiction for \( t = t'_1 \). It follows that (3.4) holds on \([a, t_1]\). In the same way, we have \( t_2 \in [t_0, t_0 + 2k_1\varepsilon^{1/4}] \) such that, for all \( t \in [t_2, b] \),

\[
|u'_\varepsilon(t) - u'_0(t)| \leq \varepsilon^{1/4} \exp\left(-\mu \frac{(t-t_2)}{\varepsilon}\right) + O(\varepsilon) < \delta_0.
\] (3.5)

For \( \varepsilon \) small enough, \([t_1, t_2] \subset [t_0 - \delta_0, t_0 + \delta_0] \) and outside \([t_1, t_2]\) the announced bounds on \( u'_\varepsilon \) follow from (3.4) and (3.5). Let us now consider the interval \([t_1, t_2]\). On this interval

\[
|u'_\varepsilon(t) - u'_0(t)| \leq \delta_0
\]

and

\[
u'_\varepsilon(t_1) \leq u'_a(t_1) + \delta_0 \leq u'_b(t_1) - \delta_0.
\]

Suppose that there exists \( \bar{t} \in [t_1, t_2] \) such that

\[
u'_\varepsilon(\bar{t}) \geq u'_b(\bar{t}) + \delta_0.
\] (3.6)

Then we have \( \bar{t}_2 \in [t_1, \bar{t}] \) such that

\[
|u'_\varepsilon(\bar{t}_2) - u'_b(\bar{t}_2)| \leq \frac{1}{2}\delta_0.
\]

Hence, using the above argument

\[
|u'_\varepsilon(t) - u'_b(t)| \leq \frac{1}{2}\delta_0 \exp\left(-\mu \frac{(t-\bar{t}_2)}{\varepsilon}\right) + O(\varepsilon^{1/2}) < \delta_0
\]

holds for any \( t \geq \bar{t}_2 \) which contradicts (3.6). It follows that for all \( t \geq t_1 \)

\[
u'_\varepsilon(t) < u'_b(t) + \delta_0.
\]

Similarly we prove that for all \( t \leq t_2 \)

\[
u'_\varepsilon(t) > u'_a(t) - \delta_0.
\]

Hence, we have \((t, u_\varepsilon(t), u'_\varepsilon(t)) \in \mathcal{R}_a \cup \mathcal{R}_b \cup \mathcal{R}_{t_0}\) for all \( t \in [a, b] \). This implies that \( u_\varepsilon \) is a solution of (3.1) and that the required asymptotic estimates hold.

**Example 3.1** Theorem 3.1 applies to the boundary value problem

\[
\varepsilon u'' + u^2 - 1 = 0,
\]

\[
u(-1) = 1, u(1) = 1.
\]

For \( \varepsilon > 0 \) small enough, this problem has a solution \( u_\varepsilon \) such that, for any \( \delta > 0 \),

\[
u_\varepsilon(t) = |t| + O(\varepsilon), \quad u'_\varepsilon(t) = \text{sgn}(t) + O(\varepsilon), \quad \text{if } t \in [-1, 1] \setminus [t_0 - \delta, t_0 + \delta],
\]

\[
u_\varepsilon(t) = |t| + O(\varepsilon^{1/2}), \quad u'_\varepsilon(t) = O(1), \quad \text{if } t \in [t_0 - \delta, t_0 + \delta].
\]
An alternative result using a Nagumo condition can be worked out.

**Theorem 3.2** Let \( u_0 \in \mathcal{C}([a,b]) \) be such that for some \( t_0 \in ]a,b[ \),

\[
u_0 \in \mathcal{C}^2([a,t_0)), \quad u_0 \in \mathcal{C}^2([t_0,b]) \quad \text{and} \quad D_l u_0(t_0) < D_r u_0(t_0).
\]

Define

\[
E = \{(t,u,v) \in [a,b] \times \mathbb{R}^2 \mid |u - u_0(t)| \leq \delta_0 \}
\]

for some \( \delta_0 > 0 \) and let \( F \) be a neighbourhood of

\[
\{(t,u,v) \mid t \in [a,b] \setminus \{t_0\}, \quad u = u_0(t), \quad v = u_0'(t) \} \quad \text{or} \quad t = t_0, \quad u = u_0(t_0), \quad D_l u_0(t_0) \leq v \leq D_r u_0(t_0) \}.
\]

Consider a function \( f \in \mathcal{C}^1(E) \) that satisfies the Nagumo condition \((1.2)\) together with \((1.3)\). Assume

(a) \( u_0 \) is a solution of the reduced problem

\[
f(t,u_0(t),u_0'(t)) = 0, \quad \text{if} \quad t \in [a,b] \setminus \{t_0\},
\]

\[
u_0(a) = A, \quad u_0(b) = B;
\]

(b) for all \( (t,u,v) \in F \),

\[
\frac{\partial f}{\partial v}(t,u,v) \leq 0 \quad \text{if} \quad a \leq t < t_0,
\]

\[
\frac{\partial f}{\partial v}(t,u,v) \geq 0 \quad \text{if} \quad t_0 < t \leq b;
\]

(c) for all \( (t,u,v) \in F \),

\[
\frac{\partial f}{\partial u}(t,u,v) \leq -m < 0.
\]

Then, for \( \varepsilon > 0 \) small enough, the problem \((3.1)\) has at least one solution \( u_\varepsilon \) such that, for any \( \delta > 0 \),

\[
u_\varepsilon(t) = u_0(t) + O(\varepsilon), \quad \text{if} \quad t \in [a,b] \setminus [t_0 - \delta, t_0 + \delta],
\]

\[
u_\varepsilon(t) = u_0(t) + O(\varepsilon^{1/2}), \quad \text{if} \quad t \in [t_0 - \delta, t_0 + \delta].
\]

**Sketch of the proof :** Let

\[
M > m^{-1} \sup \{|u_0''(t)| \mid t \neq t_0\} \quad \text{and} \quad N = \frac{D_r u_0(t_0) - D_l u_0(t_0)}{m^{1/2}}.
\]

Then the functions

\[
\alpha(t) = u_0(t) - \varepsilon M,
\]

\[
\beta(t) = u_0(t) + \varepsilon M + \varepsilon^{1/2} N \exp\left(-\sqrt{\frac{m}{\varepsilon}}|t - t_0|\right)
\]

are respectively lower and upper solutions of \((3.1)\).
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Example 3.2 Consider the problem

\[ \varepsilon u'' + \frac{1}{2} - u + \frac{1}{2}(t - \frac{1}{2})(u' + u^2) = 0, \]
\[ u(0) = \frac{1}{2}, \quad u(1) = 1. \]

The reduced problem has the angular solution

\[ u_0(t) = \begin{cases} \frac{1}{2} & \text{if } t \leq \frac{1}{2}, \\ t & \text{if } t > \frac{1}{2}. \end{cases} \]

We can apply Theorem 3.2 if we choose

\[ F = \{(t, u, v) \mid 0 \leq t \leq 1, 0 \leq u \leq \frac{3}{2}, -\frac{1}{2} \leq v \leq \frac{3}{2}\}. \]

Further examples with interior layers or several angles can be found in Section II-1.3.

Exercise 3.1 Adapt Theorem 3.2 to deal with the case

\[ D_l u_0(t_0) > D_r u_0(t_0). \]

Hint: See [168].

4 Algebraic boundary layers

Another type of singular perturbation takes place in problem

\[ (t - a + \varepsilon)^2 u'' + f(t, u) = 0, \]
\[ u(a) = A, \quad u(b) = B, \]  

(4.1)

where \( \varepsilon \) is a small positive parameter. The main feature in this case is that
the reduced problem

\[ (t - a)^2 u'' + f(t, u) = 0, \]
\[ u(b) = B, \]  

(4.2)

uses a singular second order equation rather than an equation of lower order.

Theorem 4.1 Let \( u_0 \in C^2([a, b]) \) and let

\[ E = \{(t, u) \mid a \leq t \leq b, \quad r_1(t) \leq u - u_0(t) \leq r_2(t)\}, \]

where \( r_1 \) and \( r_2 \) are two continuous functions on \([a, b]\) such that for all \( t \in [a, b]\)
$$r_1(t) < 0 < r_2(t)$$

and

$$u_0(a) + r_1(a) < A < u_0(a) + r_2(a).$$

Consider a function \( f \in \mathcal{C}^1(E) \) and assume

(a) \( u_0 \) is a solution of the reduced problem (4.2);

(b) there exists \( m > 0 \) such that, for all \( (t, u) \in E \),

$$\frac{\partial f}{\partial u}(t, u) \leq -m < 0.$$

Then for \( \varepsilon \) small enough, there exists a solution \( u_\varepsilon \) of (4.1) such that for any \( t \in [a, b] \)

$$|u_\varepsilon(t) - u_0(t)| \leq \frac{3}{m} \|u''_0\|_\infty \varepsilon + |u_0(0) - A| \left(\frac{\varepsilon}{t-a+\varepsilon}\right)^k,$$

where \( k > 0 \) satisfies \( k(k+1) \leq m \).

**Proof:** Consider the case where \( u_0(a) \geq A \), the other one is similar.

Let \( k > 0 \) satisfies \( k(k+1) \leq m \) and

$$\alpha(t) = u_0(t) - \frac{(2(b-a)+1)}{m} \|u''_0\|_\infty \varepsilon - \left(\frac{\varepsilon}{t-a+\varepsilon}\right)^k (u_0(a) - A).$$

Observe that there exists some \( \theta(t) \in ]0, 1[ \) such that

\[
(t-a+\varepsilon^2)\alpha''(t) + f(t, \alpha(t)) = (t-a+\varepsilon^2)u''_0(t) + f(t, u_0(t)) - \left[k(k+1) + \frac{\partial f}{\partial u}(t, u_0(t) + \theta(t)(\alpha(t) - u_0(t)))\right](\frac{\varepsilon}{t-a+\varepsilon})^k (u_0(a) - A) - \frac{\partial f}{\partial u}(t, u_0(t) + \theta(t)(\alpha(t) - u_0(t))) \frac{(2(b-a)+1)}{m} \|u''_0\|_\infty \varepsilon \\
\geq \varepsilon\left((2(t-a) + \varepsilon)u''_0(t) + (2(b-a) + 1)\|u''_0\|_\infty \right) \geq 0.
\]

This show that \( \alpha \) is a \( \mathcal{C}^2 \)-lower solution. In the same way, let

$$\beta(t) = u_0(t) + \frac{(2(b-a)+1)}{m} \|u''_0\|_\infty \varepsilon$$

and observe that, for some \( \theta(t) \in ]0, 1[ \),

\[
(t-a+\varepsilon^2)\beta''(t) + f(t, \beta(t)) = (t-a+\varepsilon^2)u''_0(t) + f(t, u_0(t)) + \frac{\partial f}{\partial u}(t, u_0(t) + \theta(t)(\beta(t) - u_0(t))) \frac{(2(b-a)+1)}{m} \|u''_0\|_\infty \varepsilon \\
\leq \varepsilon\left((2(t-a) + \varepsilon)u''_0(t) - (2(b-a) + 1)\|u''_0\|_\infty \right) \leq 0.
\]

Hence, \( \beta \) is a \( \mathcal{C}^2 \)-upper solution. As further \( \alpha < \beta \) the proof follows from Theorem II-1.5. 

\[\square\]
Example 4.1 Consider the problem
\[
(t + \varepsilon)^2 u'' - u(1 + e^u) = 0, \\
u(0) = 1, \quad u(1) = 0.
\]
The reduced problem has the solution
\[
u_0(t) = 0
\]
and
\[
\frac{\partial f}{\partial u}(t, u) = -[1 + (1 + u)e^u] \leq -[1 - e^{-2}] < 0.
\]
Hence Theorem 4.1 applies and there is a solution \( u_\varepsilon \) such that
\[
|u_\varepsilon(t)| \leq (\varepsilon t + \varepsilon)^k,
\]
with \( k = \frac{1}{2}(\sqrt{5} - 4e^{-2} - 1) \).

Algebraic boundary layers can appear in other problems. For example, the following theorem deals with angular solutions. Consider the problem
\[
(|t| + \varepsilon)^2 u'' + f(t, u) = 0, \\
u(a) = A, \quad u(b) = B,
\]
(4.3)

**Theorem 4.2** Let \( a < 0 < b \), \( u_0 \in C([a, b]) \) and let
\[
E = \{(t, u) \mid a \leq t \leq b, \quad r_1(t) \leq u - u_0(t) \leq r_2(t)\},
\]
where \( r_1 \) and \( r_2 \) are two continuous functions on \([a, b]\) such that for all \( t \in [a, b]\)
\[
r_1(t) < 0 < r_2(t).
\]
Consider a function \( f \in C^1(E) \) and assume
(a) the function \( u_0 \) is a solution of the reduced problem
\[
t^2 u'' + f(t, u) = 0, \quad t \neq 0, \\
u(a) = A, \quad u(b) = B,
\]
such that \( u_0 \in C([a, b]), \quad u_0 \in C^2([a, 0]), \quad u_0 \in C^2([0, b]) \) and \( D_t u_0(0) \leq D_r u_0(0) \);
(b) there exists \( m > 0 \) such that, for all \( (t, u) \in E \),
\[
\frac{\partial f}{\partial u}(t, u) \leq -m < 0.
\]
Then there exists \( K > 0 \) so that for \( \varepsilon \) small enough, there exists a solution \( u_\varepsilon \) of (4.3) such that for any \( t \in [a, b]\)
\[
|u_\varepsilon(t) - u_0(t)| \leq K\varepsilon.
\]
Proof: Define \( k > 0 \) to be such that \( k(k + 1) = m \). The proof uses then the functions

\[
\alpha(t) = u_0(t) - N\varepsilon
\]
and

\[
\beta(t) = u_0(t) + N\varepsilon + L\varepsilon^{k+1}/(|t| + \varepsilon).
\]

It is easy to see that if \( L > 0 \) and \( N > 0 \) are large enough these functions are lower and upper solutions. Hence Theorem II-1.5 applies.

Example 4.2 Consider the problem

\[
(|t| + \varepsilon)^2 u'' + 2(|t| - u) = 0,
\]
\[
u(-1) = 1, \; u(1) = 1.
\]

The reduced problem has the solution

\[
u_0(t) = |t|
\]
and

\[
\frac{\partial f}{\partial u}(t, u) = -2 < 0.
\]

Hence Theorem 4.2 applies.
Chapter XI
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Appendix

1 Degree theory

**Definition 1.1** Let $X$ and $Y$ be real normed vector spaces. The operator $T : E \subset Y \to X$ is said to be completely continuous if
(a) $T$ is continuous;
(b) for all bounded set $B \subset E$, $T(B)$ is relatively compact, i.e. $\overline{T(B)}$ is compact.

In case $X = C([a, b], \mathbb{R})$, Arzelá-Ascoli Theorem gives a relatively compactness criterium.

**Theorem 1.1** (Arzelá-Ascoli Theorem) Let $I \subset \mathbb{R}$ be a closed bounded interval. A set $A \subset C(I, \mathbb{R})$ is relatively compact if
(a) $A$ is equibounded, i.e. $\forall t \in I$, $\exists K > 0$, $\forall u \in A$, $|u(t)| < K$;
(b) $A$ is equicontinuous, i.e. $\forall t_0 \in I$, $\forall \epsilon > 0$, $\exists \delta > 0$, $\forall u \in A$, $\forall t \in I$, $|t - t_0| < \delta$ implies $|u(t) - u(t_0)| < \epsilon$.

**Proof**: See [254, p.136].

**Definition 1.2** (Leray-Schauder degree) Let $X$ be a real normed vector space and $I$ be the identity on $X$. A degree is an application, which associates to any open bounded set $\Omega \subset X$ and any completely continuous operator $T : \Omega \to X$ such that
\[ \forall u \in \partial \Omega, \quad u \neq Tu, \]

an integer $\deg(I - T, \Omega)$ with the following properties:
Appendix

(i) Normalization – If $0 \in \Omega$ then $\text{deg}(I, \Omega) = 1$, while if $0 \notin \Omega$ then $\text{deg}(I, \Omega) = 0$;

(ii) Additivity – If $\Omega_1$ and $\Omega_2$ are disjoint open bounded subsets of $X$ such that $0 \notin (I - T)(\partial \Omega_1 \cup \partial \Omega_2)$ then

$$\text{deg}(I - T, \Omega_1 \cup \Omega_2) = \text{deg}(I - T, \Omega_1) + \text{deg}(I - T, \Omega_2);$$

(iii) Invariance with respect to an homotopy – If $H : [0, 1] \times \Omega \to X$ is completely continuous and such that $0 \notin (I - H)([0, 1] \times \partial \Omega)$, then

$$\text{deg}(I - H(0, \cdot), \Omega) = \text{deg}(I - H(1, \cdot), \Omega).$$

The integer $\text{deg}(I - T, \Omega)$ is called the topological degree of $I - T$ with respect to $\Omega$.

Such a degree is unique and coincide with Leray-Schauder degree whose construction can be found in [204]. This degree also satisfies the following fundamental properties.

**Proposition 1.2** Let $X$ be a real normed vector space, $\Omega$ an open bounded subset of $X$ and $T : \Omega \to X$ a completely continuous operator such that $0 \notin (I - T)(\partial \Omega)$.

Then the following properties hold:

(iv) If $0 \notin (I - T)(\overline{\Omega})$, then $\text{deg}(I - T, \Omega) = 0$;

(v) If $\text{deg}(I - T, \Omega) \neq 0$, then there exists $u \in \Omega$ such that $u = Tu$;

(vi) Excision – If $A \subset \Omega$ is such that $0 \notin (I - T)(\overline{A})$ then

$$\text{deg}(I - T, \Omega) = \text{deg}(I - T, \Omega \setminus \overline{A}).$$

**Proof:** See [204, p. 66].

**Theorem 1.3** Let $X$ be a real normed vector space and $T : B[0, R] \subset X \to B[0, R]$ be a completely continuous operator such that $0 \notin (I - T)(\partial B(0, R))$.

Then $\text{deg}(I - T, B(0, R)) = 1$ and $T$ has at least one fixed point in $B(0, R)$.

**Proof:** Using the properties of the degree, we see right away that for $\lambda \in [0, 1]$

$$\text{deg}(I - T, B(0, R)) = \text{deg}(I - \lambda T, B(0, R)) = \text{deg}(I, B(0, R)) = 1.$$  

As a corollary, we can prove Schauder’s Theorem.

**Theorem 1.4** (Schauder’s Theorem) Let $X$ be a real normed space and $T : B[0, R] \subset X \to B[0, R]$ be a completely continuous operator.

Then there exists at least one fixed point $u^* \in B[0, R]$ of $T$.
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Proof: Notice that either there exists a fixed point of \( T \) on \( \partial B(0,R) \) or Theorem 1.3 applies.

A second application is the odd mapping theorem.

**Theorem 1.5** (Odd mapping Theorem) Let \( X \) be a Banach space, \( \Omega \subset X \) be a bounded, open set, symmetric with respect to \( 0 \in \Omega \), and \( T: \overline{\Omega} \to X \) be a completely continuous operator such that \( 0 \notin (I - T)(\partial \Omega) \) and

\[
\forall u \in \partial \Omega, \quad T(u) = -T(-u).
\]

Then \( \deg(I - T, \Omega) \) is odd.

Proof: [204, p. 66].

**Theorem 1.6** (Linear mapping Theorem) Let \( X \) be a Banach space, \( \Omega \subset X \) be a bounded open set such that \( 0 \in \Omega \) and \( T: \overline{\Omega} \to X \) be a completely continuous linear operator such that \( I - T \) is an homeomorphism. Then

\[
|\deg(I - T, \Omega)| = 1.
\]

Proof: See [204, p. 66] or [262, vol. 2 p. 185].

Given two spaces \( X \subset E \), it is known that if the application \( T: E \to X \) is completely continuous and \( X \) is closed in \( E \), the degree in \( E \) can be computed from the degree in \( X \), i.e. \( \deg_E(I - T, \Omega) = \deg_X(I - T, \Omega \cap X) \) (see [102, p.59]). The following theorem gives such a result without assuming \( X \) to be closed.

**Theorem 1.7** (Reduction Theorem) Let \( X \subset E \) be two continuously included Banach spaces, \( T: E \to X \) be a completely continuous operator and let \( \Omega_X \subset \Omega_E \) be open, bounded subsets respectively of \( X \) and \( E \). Assume that for any \( u \in \text{adh}_{E}(\Omega_E \setminus \Omega_X) \), \( u \neq Tu \).

Then

\[
\deg_E(I - T, \Omega_E) = \deg_X(I - T, \Omega_X).
\]

Proof: Claim 1: There exists \( \delta > 0 \) such that

\[
\inf\{\|u - Tu\|_X \mid u \in \text{adh}_E\Omega_E \setminus \Omega_X\} > \delta. \tag{1.1}
\]

Otherwise there exists \((u_n)_n \subset \text{adh}_E\Omega_E \setminus \Omega_X\) such that \( u_n - Tu_n \xrightarrow{X} 0 \). As \((u_n)_n\) is bounded in \( E \) and \( T: E \to X \) is completely continuous we have, going to a subsequence if necessary, \( Tu_n \xrightarrow{X} v \). Hence \( u_n \xrightarrow{X} v \) and by the continuous injection of \( X \) into \( E \), \( u_n \xrightarrow{E} v \). It follows that \( v \in \text{adh}_E\Omega_E \setminus \Omega_X \) and \( v = Tv \). This contradicts the assumptions.
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Claim 2: There exists $\delta' > 0$ such that
\[
\inf\{\|u - Tu\|_E \mid u \in \partial E \Omega_E\} > \delta'.
\]
The proof is similar to the proof of Claim 1.

Claim 3: There exists a finite dimensional subspace $X_1 \subset X$ and a completely continuous application $F: E \to X_1$ such that
\[
\sup_{\text{adh}_E \Omega E} \|Fu - Tu\|_X \leq \delta \quad \text{and} \quad \sup_{\partial E \Omega_E} \|Fu - Tu\|_E \leq \delta'.
\]
Let $c > 0$ be such that for any $u \in X$, $\|u\|_E \leq c\|u\|_X$ and $\eta = \min\{\delta, \frac{\delta'}{c}\}$. We deduce then from [102, Proposition 8.1, p. 55] that there exists a finite dimensional subspace $X_1 \subset X$ and a completely continuous application $F: \text{adh}_E \Omega_E \to X_1$ such that
\[
\sup_{\text{adh}_E \Omega E} \|Fu - Tu\|_X \leq \eta \leq \delta. \tag{1.2}
\]
We also have
\[
\sup_{\partial E \Omega_E} \|Fu - Tu\|_E \leq c \sup_{\partial E \Omega_E} \|Fu - Tu\|_X \leq c\eta \leq \delta'.
\]

Conclusion – As $\|u - Fu\|_E \geq \|u - Tu\|_E - \|Tu - Fu\|_E > 0$ for $u \in \partial E \Omega_E$ and $\|u - Fu\|_X \geq \|u - Tu\|_X - \|Tu - Fu\|_X > 0$ for $u \in \partial X \Omega_X$, it is easy to deduce now using [102, Theorems 8.1, p.57, and 8.7, p.59] that
\[
\deg_E(I - T, \Omega_E) = \deg_E(I - F, \Omega_E) = \deg_{X_1}(I - F, X_1 \cap \Omega_E)
\]
and
\[
\deg_X(I - T, \Omega_X) = \deg_X(I - F, \Omega_X) = \deg_{X_1}(I - F, X_1 \cap \Omega_X).
\]
We deduce from (1.1) and (1.2), that $\|u - Fu\|_X > 0$ for all $u \in \text{adh}_E \Omega_E \setminus \Omega_X$ so that using the excision property we have
\[
\deg_X(I - T, \Omega_X) = \deg_{X_1}(I - F, X_1 \cap \Omega_X) = \deg_{X_1}(I - F, X_1 \cap \Omega_E) = \deg_E(I - T, \Omega_E).
\]
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2 Variational methods

Definition 2.1 We say that the functional \( \phi : X \to \mathbb{R} \) satisfies the Palais-Smale Condition if for every sequence \( (u_n)_n \subset X \) such that \( \phi(u_n) \) is bounded and \( \nabla \phi(u_n) \to 0 \) there exists a subsequence that converges to some function \( u \in X \).

Theorem 2.1 Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function and

\[
\phi : H^1_0(a, b) \to \mathbb{R}, u \to \int_a^b \left[ \frac{u'^2(t)}{2} - F(t, u(t)) \right] dt,
\]

with \( F(t, s) = \int_0^s f(t, x) \, dx \). Then, for every sequence \( (u_n)_n \subset H^1_0(a, b) \) with \( \phi(u_n) \) bounded, \( \nabla \phi(u_n) \to 0 \) and \( \|u_n\|_{H^1_0} \leq C \), there exists a subsequence \( (u_{n_k})_k \) and \( u \in H^1_0(a, b) \) such that \( u_{n_k} \to u \) in \( H^1_0(a, b) \).

Proof : See [258, Prop B.35].

Theorem 2.2 Let \( X \) be a reflexive Banach space and \( \phi : X \to \mathbb{R} \) be weakly lower semi-continuous and coercive. Then \( \phi \) has a minimum.

Proof : See [218, Thm 1.1].

Definition 2.2 Let \( X \) be a Banach space, \( \phi \in C^1(X, \mathbb{R}) \) and \( c \in \mathbb{R} \). A critical point \( u_0 \in X \) of \( \phi \) with \( \phi(u) = c \) is of mountain-pass type if for every neighbourhood \( W \) of \( u_0 \) the topological space \( W \cap \phi^{-1}(\{u \in X | \phi(u) < c\}) \), is nonempty and not path-connected.

Theorem 2.3 (Mountain Pass Theorem) Let \( X \) be a Banach space and let \( \phi \in C^1(X, \mathbb{R}) \) satisfy the Palais-Smale condition. Suppose

(a) there exist \( e_1 \in X \) and constants \( \rho, \gamma \) such that, for all \( u \in \partial B(e_1, \rho) \),

\[
\phi(u) \geq \gamma > \phi(e_1);
\]

(b) there exist \( e_2 \in X \setminus B(e_1, \rho) \) such that \( \phi(e_2) < \gamma \).

Then \( \phi \) has a critical value \( c \geq \gamma \) characterized by

\[
c = \inf_{\varphi \in \Gamma} \max_{t \in [0, 1]} \phi(\varphi(t)),
\]

where

\[
\Gamma = \{ \varphi \in C([0, 1], X) | \varphi(0) = e_1, \varphi(1) = e_2 \}.
\]

Moreover, if \( K_c = \{ u \in X | \phi(u) = c, \nabla \phi(u) = 0 \} \) consists of isolated points then \( K_c \) contains a critical point of mountain pass type.

Proof : See [218, Thm 4.10] and [164].
Theorem 2.4 (Characterization of minimizer) Let \( X \) be a Banach space and let \( \phi \in C^1(X, \mathbb{R}) \) satisfy the Palais-Smale condition. Suppose that \( u_0 \in X \) is a local minimum, i.e. there exists \( \epsilon > 0 \) such that
\[
\phi(u_0) \leq \phi(u) \quad \text{for} \quad \|u - u_0\| \leq \epsilon.
\]
Then given \( 0 < \epsilon_0 \leq \epsilon \), the following alternative holds:
(a) either there exists \( 0 < \gamma < \epsilon_0 \) such that
\[
\inf \{ \phi(u) \mid \|u - u_0\| = \gamma \} > \phi(u_0),
\]
(b) or, for each \( \gamma \in [0, \epsilon_0] \), \( \phi \) has a local minimum at a point \( u_\gamma \) with \( \|u_\gamma - u_0\| = \gamma \) and \( \phi(u_\gamma) = \phi(u_0) \).

Proof: See [98, Thm 5.10].

Corollary 2.5 Let \( X \) be a Banach space and \( \phi \in C^1(X, \mathbb{R}) \) satisfy the Palais-Smale condition. If \( \phi \) has two local minima, then \( \phi \) has a third critical point.

Proof: This is an application of Theorem 2.3 and 2.4.

Theorem 2.6 Let \( H \) be an Hilbert space, \( \phi \in C^2(H, \mathbb{R}) \) and assume that \( \nabla \phi(u) = u - Tu \) with \( T \) a compact operator. Suppose further that, for all critical point \( u_0 \) of \( \phi \), the first eigenvalue \( \lambda_1 \) of \( d^2\phi(u_0) \in L(H) \) is either positive or simple. Let \( u_0 \in H \) and \( \epsilon > 0 \) be such that \( u_0 \) is the only critical point of \( \phi \) in \( B(u_0, \epsilon) \).
(a) If \( u_0 \) is of mountain-pass type,
\[
\deg(\nabla \phi, B(u_0, \epsilon)) = -1.
\]
(b) If \( u_0 \) is a local minimum,
\[
\deg(\nabla \phi, B(u_0, \epsilon)) = 1.
\]

Proof: See [164] and [18]. See also [59, corollary 2-3.1].

Corollary 2.7 Let \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) be an \( L^1 \)-Carathéodory function which is \( C^1 \) in the second variable and
\[
\phi : H^1_0(a, b) \to \mathbb{R}, u \mapsto \int_a^b \left[ \frac{u'^2(t)}{2} - F(t, u(t)) \right] \, dt,
\]
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3.1 Abstract spectral result

Theorem 3.1 (Abstract Spectral Theorem) Let $H$ be an infinite dimensional Hilbert space with scalar product $\langle \cdot, \cdot \rangle$ and let $b : H \times H \to \mathbb{R}$ be a bilinear, symmetric, positive definite form (i.e. for all $u \in H \setminus \{0\}$, $b(u, u) > 0$) such that $b(u_n, u_n)$ converges to $b(u, u)$, for any sequence $(u_n)_n$ that converges weakly to $u$ in $H$. 
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Then the problem
find \( \lambda \in \mathbb{R} \) and \( \varphi \in H \setminus \{0\} \) such that, for every \( v \in H \), \( \tilde{a}(\varphi, v) = \lambda \tilde{b}(\varphi, v) \),
has a sequence of solutions \((\lambda_n, \varphi_n)_{n \geq 1}\). The \( \lambda_n \) are called the eigenvalues and \( \varphi_n \) the corresponding eigenfunctions, and are such that
(i) \( 0 < \lambda_1 \leq \lambda_2 \leq \ldots \) and \( \lim_{n \to \infty} \lambda_n = \infty \);
(ii) the sequence \((\varphi_n)_{n \geq 1}\) is an orthonormal Hilbertian basis of \( H \) and is orthogonal with respect to \( \tilde{b}(\cdot, \cdot) \); moreover, for every \( u \in H \),
\[
\tilde{a}(u, u) = \sum_{i=1}^{\infty} \tilde{a}(u, \varphi_i)^2 \quad \text{and} \quad \tilde{b}(u, u) = \sum_{i=1}^{\infty} \frac{1}{\lambda_i} \tilde{a}(u, \varphi_i)^2;
\]
(iii) \( \lambda_n = \min_{X_n \in \mathcal{E}_n} \max_{u \in X_n \setminus \{0\}} \frac{\tilde{a}(u, u)}{\tilde{b}(u, u)} \),
where \( \mathcal{E}_n \) is the set of \( n \)-dimensional subspaces of \( H \).

Proof: See [306, section 4.5], see also [82, vol 5].

The next subsections apply this result to the separated and the periodic boundary conditions.

### 3.2 Separated boundary conditions

In this section, we consider the eigenvalue problem
\[
\begin{align*}
    u'' + p(t)u' + q(t)u + \lambda r(t)u &= 0, \\
    a_1 u(a) - a_2 u'(a) &= 0, \\
    b_1 u(b) + b_2 u'(b) &= 0.
\end{align*}
\] (3.1)

**Theorem 3.2** Let \( p, q, r \in L^1(a, b) \) be such that \( r(t) > 0 \) a.e. on \([a, b]\) and let \( a_1, b_1 \in \mathbb{R} \), \( a_2, b_2 \in \mathbb{R^+} \) satisfy \( a_1^2 + a_2^2 > 0 \) and \( b_1^2 + b_2^2 > 0 \). Write
\[
P(t) = \exp \left( \int_a^t p(s) \, ds \right), \quad Q(t) = q(t) P(t) \quad \text{and} \quad R(t) = r(t) P(t)
\]
and define \( H \) and \( a(\cdot, \cdot) \) as follows:
(a) if \( a_2 = 0, b_2 = 0 \),
\[
    H = H^1_0(a, b) \quad \text{and} \quad a(u, v) = \int_a^b (P u' v' - Q uv) \, dt;
\]
(b) if \( a_2 = 0, b_2 \neq 0 \),
\[
    H = \{ u \in H^1(a, b) \mid u(a) = 0 \}
\]
and
\[
    a(u, v) = \int_a^b (P u' v' - Q uv) \, dt + P(b) \frac{b_1}{b_2} u(b) v(b);
\]
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(c) if \( a_2 \neq 0, b_2 = 0, \)
\[
H = \{ u \in H^1(a, b) \mid u(b) = 0 \}
\]
and
\[
a(u, v) = \int_a^b (Pu'v' - Quv) \, dt + P(a) \frac{a_1}{a_2} u(a) v(a);
\]

(d) if \( a_2 \neq 0, b_2 \neq 0, \)
\[
H = H^1(a, b)
\]
and
\[
a(u, v) = \int_a^b (Pu'v' - Quv) \, dt + P(b) \frac{b_1}{b_2} u(b) v(b) + P(a) \frac{a_1}{a_2} u(a) v(a).
\]

At last, define \( b(u, v) = \int_a^b R uv \, dt. \)

Then the problem (3.1) has a sequence of simple eigenvalues \( (\lambda_n)_{n \geq 1} \) and a sequence of corresponding eigenfunctions \( (\varphi_n)_{n \geq 1} \) such that

(i) for some \( M \geq 0, \) \( -M < \lambda_1 < \lambda_2 < \ldots \) and \( \lim_{n \to \infty} \lambda_n = \infty; \)

(ii) the sequence \( (\varphi_n)_{n \geq 1} \) is orthogonal for \( a(\cdot, \cdot) \) and \( b(\cdot, \cdot), \) and total for \( H \) with the scalar product \( (\cdot, \cdot)_{H^1}; \)

(iii) \[
\lambda_n = \min_{X_n \in \mathcal{E}_n} \left[ \max_{u \in X_n \setminus \{0\}} \frac{a(u, u)}{b(u, u)} \right],
\]
where \( \mathcal{E}_n \) is the set of \( n \)-dimensional subspaces of \( H. \)

Proof : Problem (3.1) is equivalent to

\[
(P(t)u')' + Q(t)u + \lambda R(t)u = 0,
\]
\[
a_1 u(a) - a_2 u'(a) = 0,
\]
\[
b_1 u(b) + b_2 u'(b) = 0,
\]
which has a variational structure.

Let us concentrate on the fourth case, \( a_2 \neq 0, b_2 \neq 0, \) the other ones being similar.

Claim 1 : there exist \( M > 0 \) and \( \epsilon > 0 \) such that, for all \( u \in H, \)
\[
a(u, u) + Mb(u, u) \geq \epsilon \int_a^b (u^2 + u'^2) \, dt. \tag{3.3}
\]

Assume on the contrary that, for every \( n, \) there exists \( u_n \in H^1(a, b) \) such that
\[
\int_a^b (Pu_n^2 - Qu_n^2) \, dt + P(b) \frac{b_1}{b_2} u_n^2(b) + P(a) \frac{a_1}{a_2} u_n^2(a)
\]
\[
+ n \int_a^b Ru_n^2 \, dt < \frac{1}{n} \| u_n \|_{H^1}^2. \tag{3.4}
\]
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Without loss of generality, we can assume that \( \|u_n\|_{H^1} = 1 \) and hence, going to subsequences, \((u_n)_n\) converges weakly in \( H^1(a,b) \) and strongly in \( C([a,b]) \) to some \( u \in H^1(a,b) \). Dividing (3.4) by \( n \) and going to the limit, we obtain
\[
\int_a^b Ru^2 \, dt \leq 0,
\]
which implies using the positivity of \( R \) that \( u = 0 \). Hence, we deduce from (3.4) that
\[
\limsup_{n \to \infty} \left[ \int_a^b Pu_n^2 \, dt + n \int_a^b Ru_n^2 \, dt \right] \leq 0
\]
and from the positivity of \( P \) and \( R \)
\[
0 \leq \liminf_{n \to \infty} \left[ \int_a^b Pu_n^2 \, dt + n \int_a^b Ru_n^2 \, dt \right].
\]
It follows that
\[
\lim_{n \to \infty} \int_a^b Pu_n^2 \, dt = 0 \quad \text{and} \quad \lim_{n \to \infty} n \int_a^b Ru_n^2 \, dt = 0.
\]
As \( P \in C([a,b]) \) satisfies \( P(t) \geq K \) on \([a,b]\) for some \( K > 0 \), we obtain the contradiction \( \|u_n\|_{H^1} \to 0 \).

The weak problem – Problem (3.2) is equivalent to the weak problem
\[
\text{find } \tilde\lambda, \tilde\varphi \in \mathbb{R} \text{ and } \tilde\varphi \in H \setminus \{0\} \text{ such that,}
\]
\[
\text{for every } v \in H, \quad a(\tilde\varphi, v) + Mb(\tilde\varphi, v) = \tilde\lambda b(\tilde\varphi, v),
\]
i.e. \((\tilde\lambda, \tilde\varphi)\) solves (P) if and only if \((\bar\lambda - M, \bar\varphi)\) solves (3.2). It is clear now that Theorem 3.1 applies to problem (P).

Claim (i) – Existence of the eigenvalues follows from Theorem 3.1. Further these are simple. Otherwise, let \( \varphi \) and \( \psi \) be two eigenfunctions corresponding to \( \lambda_n \). Then every solution \( u \) of
\[
u'' + p(t)u' + q(t)u + \lambda_n r(t)u = 0,
\]
is of the form \( u = A\varphi + B\psi \) and satisfies \( a_1u(a) - a_2u'(a) = 0 \). This contradicts the existence of a solution for Cauchy problem with initial conditions such that \( a_1u(a) - a_2u'(a) \neq 0 \).

Claim (ii) – The sequence \((\tilde\varphi_n)_n\), given by Theorem 3.1, is orthogonal with respect to \( a(\cdot, \cdot) + Mb(\cdot, \cdot) \) and \( b(\cdot, \cdot) \). Hence it is also orthogonal with respect to \( a(\cdot, \cdot) \). From Theorem 3.1 and Claim 1, such a sequence is total for \( H \) with \( \langle \cdot, \cdot \rangle_{H^1} \).
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variational characterization of eigenvalues (Theorem 3.2 (iii)) that

\[
\lambda_n = \lambda_n - M = \min_{X_n \in \mathcal{E}_n} \left[ \max_{u \in X_n \setminus \{0\}} \frac{a(u, u) + M b(u, u)}{b(u, u)} \right] - M
\]

\[
= \min_{X_n \in \mathcal{E}_n} \left[ \max_{u \in X_n \setminus \{0\}} \frac{a(u, u)}{b(u, u)} \right].
\]

Our next result concerns the monotonicity of the eigenvalues.

**Theorem 3.3** (Monotonicity of the eigenvalues) Let \(a_1, b_1 \in \mathbb{R}, a_2, b_2 \in \mathbb{R}^+\) satisfy \(a_1^2 + a_2^2 > 0\) and \(b_1^2 + b_2^2 > 0\). Let \(p, q, \tilde{q}, r, \tilde{r} \in L^1(a, b)\), with \(r(t) > 0\) and \(\tilde{r}(t) > 0\) a.e. on \([a, b]\). Denote \((\lambda_n)_{n \geq 1}\) (resp. \((\tilde{\lambda}_n)_{n \geq 1}\)) the sequence of eigenvalues of (3.1) corresponding to \(p, q\) and \(r\) (resp. \(\tilde{p}, \tilde{q}\) and \(\tilde{r}\)).

(i) If, for a.e. \(t \in [a, b]\), \(\tilde{q}(t) \leq q(t), \tilde{r}(t) \leq r(t)\), then, for every \(n \geq 1\) such that \(\lambda_n \geq 0\), we have \(\lambda_n \geq \lambda_n\).

(ii) If, for a.e. \(t \in [a, b]\), \(\tilde{q}(t) \leq q(t), \tilde{r}(t) \leq r(t)\), and either \(\tilde{q} \leq q\) or \(\tilde{r} \leq r\), then, for every \(n \geq 1\) such that \(\lambda_n \geq 0\), we have \(\tilde{\lambda}_n \geq \lambda_n\).

(iii) If, for a.e. \(t \in [a, b]\), \(\tilde{q}(t) \leq q(t), \tilde{r}(t) = r(t)\), then, for every \(n \geq 1\), \(\tilde{\lambda}_n \geq \lambda_n\) and if moreover \(\tilde{q} \leq q\) then, for every \(n \geq 1\), \(\tilde{\lambda}_n > \lambda_n\).

**Proof**: Let \(a(\cdot, \cdot)\) and \(b(\cdot, \cdot)\) (resp. \(\tilde{a}(\cdot, \cdot)\) and \(\tilde{b}(\cdot, \cdot)\)) be defined from \(p, q\) and \(r\) (resp. \(\tilde{p}, \tilde{q}\) and \(\tilde{r}\)) as in Theorem 3.2. If \(\lambda_n \geq 0\), we deduce from the variational characterization of eigenvalues (Theorem 3.2 (iii)) that

\[
0 \leq \lambda_n = \min_{X_n \in \mathcal{E}_n} \left[ \max_{u \in X_n \setminus \{0\}} \frac{a(u, u)}{b(u, u)} \right].
\]

Therefore, for any \(n\)-dimensional subspace \(X_n\),

\[
\max_{u \in X_n \setminus \{0\}} \frac{a(u, u)}{b(u, u)} \geq 0
\]

and there exists \(v \in X_n\) such that \(a(v, v) \geq 0\).

Let \(X_n \in \mathcal{E}_n\) be fixed. For any \(u \in X_n\) such that \(a(u, u) \geq 0\), we compute

\[
\frac{a(u, u)}{b(u, u)} \leq \frac{\tilde{a}(u, u)}{b(u, u)} \leq \max_{u \in X_n \setminus \{0\}} \frac{\tilde{a}(u, u)}{b(u, u)}.
\]

In particular,

\[
\max_{u \in X_n \setminus \{0\}} \frac{\tilde{a}(u, u)}{b(u, u)} \geq \frac{a(v, v)}{b(v, v)} \geq 0
\]

and

\[
\frac{a(u, u)}{b(u, u)} \leq \max_{u \in X_n \setminus \{0\}} \frac{\tilde{a}(u, u)}{b(u, u)}.
\]
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holds for all $u \in X_n \setminus \{0\}$.

It follows then that

$$\lambda_n = \min_{X_n \in \mathcal{E}_n} \left[ \max_{u \in X_n \setminus \{0\}} \frac{a(u,u)}{b(u,u)} \right] \leq \min_{X_n \in \mathcal{E}_n} \left[ \max_{u \in X_n \setminus \{0\}} \frac{\tilde{a}(u,u)}{\tilde{b}(u,u)} \right] = \tilde{\lambda}_n.$$ 

Proofs of Claims (ii) and (iii) follow now easily.

The next propositions concern the positivity of the first eigenfunction.

**Proposition 3.4** Under the assumptions of Theorem 3.2, the eigenfunction $\varphi_1$ corresponding to the first eigenvalue $\lambda_1$ of (3.1) does not change sign. More precisely, we can choose $\varphi_1$ in such a way that

(i) $\varphi_1 > 0$ on $[a,b]$;

(ii) $\varphi_1(a) > 0$ if $a_2 > 0$ and $\varphi_1'(a) > 0$ if $a_2 = 0$;

(iii) $\varphi_1(b) > 0$ if $b_2 > 0$ and $\varphi_1'(b) < 0$ if $b_2 = 0$.

**Proof :** Assume $\varphi_1^+ = \max\{\varphi_1,0\}$ and $\varphi_1^- = \max\{-\varphi_1,0\}$ are nonzero functions. Recall that for positive numbers $A$, $B$, $C$ and $D$, we have either $\frac{A+B}{C+D} \geq \frac{A}{C}$ or $\frac{A+B}{C+D} \geq \frac{B}{D}$. Hence, we can write

$$\lambda_1 = \min_{H \setminus \{0\}} \frac{a(u,u)}{b(u,u)} = \frac{a(\varphi_1,\varphi_1)}{b(\varphi_1,\varphi_1)} \geq \min \left( \frac{a(\varphi_1^+,\varphi_1^+)}{b(\varphi_1^+,\varphi_1^+)}, \frac{a(\varphi_1^-,\varphi_1^-)}{b(\varphi_1^-,\varphi_1^-)} \right) \geq \lambda_1.$$ 

It follows that $\varphi_1^+$ and $\varphi_1^-$ are also eigenfunctions corresponding to $\lambda_1$. As eigenvalues are simple, $\varphi_1 = \varphi_1^+$ or $\varphi_1 = \varphi_1^-$. If $\varphi_1(t_0) = 0$ for some $t_0 \in [a,b]$ then $\varphi_1'(t_0) = 0$ and $\varphi_1$ is the solution of the Cauchy problem

$$u'' + p(t)u' + q(t)u + \lambda_1 r(t)u = 0,$$

$$u(t_0) = 0, \quad u'(t_0) = 0$$

which implies $\varphi_1 = 0$, a contradiction. It is now easy to conclude.

**Proposition 3.5** Under the assumptions of Theorem 3.2, if $\varphi$ is an eigenfunction of (3.1) that does not change sign, then $\varphi$ is an eigenfunction corresponding to the first eigenvalue $\lambda_1$.

**Proof :** Let $\varphi_n$, $n \neq 1$, be an eigenfunction of (3.1) that does not change sign. We compute

$$0 = b(\varphi_1,\varphi_n) = \int_a^b R\varphi_1 \varphi_n \, dt,$$

which is impossible since $R\varphi_1 > 0$ a.e. on $[a,b]$. 
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Proposition 3.6 Under the assumptions and with the notations of Theorem 3.2, if \( \varphi \) is such that \( \frac{a(\varphi, \varphi)}{b(\varphi, \varphi)} = \lambda_1 \) then \( \varphi \) is an eigenfunction of (3.1) corresponding to the first eigenvalue \( \lambda_1 \).

Proof: Observe that, by the characterization of the first eigenvalue \( \lambda_1 \), \( \varphi \) is a minimum of \( a(u, u) - \lambda_1 b(u, u) \) and hence satisfies, for all \( v \in H \), \( a(\varphi, v) = \lambda_1 b(\varphi, v) \), i.e. \( \varphi \) is an eigenfunction of (3.1) corresponding to \( \lambda_1 \). □

3.3 The periodic problem

Consider the periodic eigenvalue problem
\[
\begin{align*}
\frac{d^2 u}{dt^2} + p(t)u' + q(t)u + \lambda r(t)u &= 0, \\
u(a) &= u(b), \quad u'(a) = u'(b).
\end{align*}
\] (3.5)

Theorem 3.7 Let \( p, q, r \in L^1(a, b) \) be such that \( r(t) > 0 \) a.e. on \([a, b] \). Write
\[
P(t) = \exp\left( \int_a^t p(s) \, ds \right), \quad Q(t) = q(t)P(t) \quad \text{and} \quad R(t) = r(t)P(t).
\]

Define
\[
H = \{ u \in H^1(a, b) \mid u(a) = u(b) \},
\]
\[
a(u, v) = \int_a^b (Pu'v' - Quv) \, dt \quad \text{and} \quad b(u, v) = \int_a^b Ruv \, dt.
\]

Then the problem (3.5) has a sequence of eigenvalues \((\lambda_n)_{n \geq 1}\) and a sequence of corresponding eigenfunctions \((\varphi_n)_{n \geq 1}\) such that
(i) for some \( M \geq 0 \), \( -M < \lambda_1 \leq \lambda_2 \leq \ldots \) and \( \lim_{n \to \infty} \lambda_n = \infty \);
(ii) the sequence \((\varphi_n)_{n \geq 1}\) is orthogonal for \( a(\cdot, \cdot) \) and \( b(\cdot, \cdot) \), and total for \( H \) with the scalar product \((\cdot, \cdot)_{H^1}\);
(iii) \( \lambda_n = \min_{X_n \in \mathcal{E}_n} \max_{u \in X_n \setminus \{0\}} \frac{a(u, u)}{b(u, u)} \), where \( \mathcal{E}_n \) is the set of \( n \)-dimensional subspaces of \( H \).

Proof: As in the proof of Theorem 3.2, we consider the weak problem
\[
\text{find } \lambda \in \mathbb{R} \text{ and } u \in H \setminus \{0\} \text{ such that, for every } v \in H, \ a(u, v) = \lambda b(u, v)
\]
and apply Theorem 3.1 to the shifted equation
\[
a(u, v) + Mb(u, v) = \tilde{\lambda} b(u, v),
\]
where \( M \geq 0 \) is such that the scalar product \( a(u, v) + Mb(u, v) \) is equivalent to \((\cdot, \cdot)_{H^1}\). □
As for the separated boundary conditions, the eigenvalues satisfy monotonicity properties the proof of which paraphrases the argument used in Theorem 3.3.

**Theorem 3.8** (Monotonicity of the eigenvalues) Let \( p, q, \tilde{q}, r, \tilde{r} \in L^1(a, b) \), with \( r(t) > 0 \) and \( \tilde{r}(t) > 0 \) a.e. on \([a, b]\). Denote \((\lambda_n)_{n \geq 1}\) (resp. \((\tilde{\lambda}_n)_{n \geq 1}\)) the sequence of eigenvalues of (3.5) corresponding to \( p, q \) and \( r \) (resp. \( p, \tilde{q} \) and \( \tilde{r} \)).

(i) If, for a.e. \( t \in [a, b], \tilde{q}(t) \leq q(t), \tilde{r}(t) \leq r(t), \) then, for every \( n \geq 1 \) such that \( \lambda_n \geq 0 \), we have \( \tilde{\lambda}_n > \lambda_n \).

(ii) If, for a.e. \( t \in [a, b], \tilde{q}(t) \leq q(t), \tilde{r}(t) \leq r(t), \) and either \( \tilde{q} \leq q \) or \( \tilde{r} \leq r \), then, for every \( n \geq 1 \) such that \( \lambda_n \geq 0 \), we have \( \tilde{\lambda}_n > \lambda_n \).

(iii) If, for a.e. \( t \in [a, b], \tilde{q}(t) \leq q(t), \tilde{r}(t) = r(t), \) then, for every \( n \geq 1 \), \( \tilde{\lambda}_n \geq \lambda_n \) and if moreover \( \tilde{q} \not\leq q \) then, for every \( n \geq 1 \), \( \tilde{\lambda}_n > \lambda_n \).

The following propositions deal with the properties of the first eigenfunction. These are proved as the corresponding propositions for boundary value problems with separated boundary conditions.

**Proposition 3.9** Under the assumptions of Theorem 3.7, the eigenfunction \( \varphi_1 \) corresponding to the first eigenvalue \( \lambda_1 \) of (3.5) does not change sign. More precisely, we can choose \( \varphi_1 \) in such a way that \( \varphi_1 > 0 \) on \([a, b]\).

**Proposition 3.10** Under the assumptions of Theorem 3.7, if \( \varphi \) is an eigenfunction of (3.5) that does not change sign, then \( \varphi \) is an eigenfunction corresponding to the first eigenvalue \( \lambda_1 \).

**Proposition 3.11** Under the assumptions of Theorem 3.7, if \( \varphi \) is such that \( \frac{a(\varphi, \varphi)}{b(\varphi, \varphi)} = \lambda_1 \), then \( \varphi \) is an eigenfunction of (3.5) corresponding to the first eigenvalue \( \lambda_1 \).

### 3.4 The Dirichlet problem

In this section, we collect several results concerning the eigenvalue problem

\[
\begin{align*}
\nu'' + \mu r(t)u &= 0, \\
u(a) &= 0, \quad u(b) = 0,
\end{align*}
\]

where \( r \in \mathcal{A} \).
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Lemma 3.12 Let \( r \in \mathcal{A} \), \( r(t) > 0 \) a.e. on \([a, b]\) and \( \mu \in \mathbb{R} \).

Then the equation
\[
    u'' + \mu r(t)u = 0, \tag{3.7}
\]
has a solution \( u_0 \in \mathcal{C}^1([a, b], \mathbb{R}) \) such that
\[
    u_0(a) = 0, \quad u_0'(a) = 1 \tag{3.8}
\]
and a solution \( u_1 \in \mathcal{C}^1([a, b], \mathbb{R}) \) such that
\[
    u_1(b) = 0, \quad u_1'(b) = 1.
\]

Proof: Let \( T : \mathcal{C}([a, a + \epsilon]) \to \mathcal{C}([a, a + \epsilon]) \) be defined by
\[
    Tv(a) = 1
\]
and
\[
    Tv(t) = 1 - \frac{\mu}{t - a} \int_a^t (t - s)(s - a)r(s)v(s) \, ds \text{ for } t \in [a, a + \epsilon].
\]
For \( \epsilon \) small enough, \( T \) is a contraction since
\[
    \|Tv - Tw\|_{\infty} \leq |\mu| \left( \int_a^{a+\epsilon} (s-a)r(s)v(s) - w(s) \, ds \right) \leq |\mu| \int_a^{a+\epsilon} (s-a)r(s) \|v - w\|_{\infty}.
\]
Hence, by Banach’s fixed point Theorem, there exists \( v_0 \) defined on \([a, a + \epsilon]\) such that \( v_0 = Tv_0 \). It follows that \( u_0(t) = (t - a)v_0(t) \) satisfies the Cauchy problem (3.7)-(3.8) on \([a, a + \epsilon]\). We compute also
\[
    u_0'(t) = 1 - \mu \int_a^t (s-a)r(s)v_0(s) \, ds \in \mathcal{C}([a, a + \epsilon]).
\]

Notice at last that since \( r \in L^1(T_1, T_2) \) for every \( a < T_1 < T_2 < b \), we can extend \( u_0 \) as a \( \mathcal{C}^1 \)-solution on \([a, b]\).

The existence of \( u_1 \) follows from the same argument. \( \blacksquare \)

Notice that for all \( u \in H^1_0(a, b) \),
\[
    |u(t)| \leq \min(\int_a^t |u'(s)| \, ds, \int_t^b |u'(s)| \, ds) \leq \min(\sqrt{t-a}(\int_a^t u'^2(s) \, ds)^{1/2}, \sqrt{b-t}(\int_t^b u'^2(s) \, ds)^{1/2}) \leq C\sqrt{t-a}\sqrt{b-t}\|u\|_{H^1_0}. \tag{3.9}
\]

This implies that for \( r \in \mathcal{A} \), \( r(t) > 0 \) a.e. on \([a, b]\),
\[
    \int_a^b |r|v \, dt \leq C^2 \int_a^b r(t)(b-t)(t-a) \, dt\|u\|_{H^2}\|v\|_{H^1_0} < \infty.
\]
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Hence, we can consider the eigenvalue problem:

\[
\text{find } \mu \in \mathbb{R} \text{ and } \psi \in H^1_0(a, b) \setminus \{0\} \text{ such that, for any } v \in H^1_0(a, b), \int_a^b \psi'(t)v'(t) \, dt = \mu \int_a^b r(t)\psi(t)v(t) \, dt.
\]

(3.10)

**Proposition 3.13** Let \( r \in \mathcal{A} \), \( r(t) > 0 \) a.e. on \([a, b]\). Then the problem (3.6) has sequences of simple eigenvalues \((\mu_n)_{n \geq 1}\) and eigenfunctions \((\psi_n)_{n \geq 1}\) such that

(i) \( 0 < \mu_1 < \mu_2 < \ldots < \mu_n \leq \ldots \) and \( \lim_{n \to \infty} \mu_n = \infty \);

(ii) the sequence \((\psi_n)_{n \geq 1}\) is total for \(H^1_0(a, b)\) with the scalar product \((\cdot, \cdot)_{H^1}\).

**Proof:** The proof follows from Theorem 3.1 with

\[
\tilde{a}(u, v) = \int_a^b u'(t)v'(t) \, dt \quad \text{and} \quad \tilde{b}(u, v) = \int_a^b r(t)u(t)v(t) \, dt,
\]

provided we prove that \( u_n \overset{H^1}{\rightharpoonup} u \) implies \( \int_a^b ru_n^2 \, dt \to \int_a^b ru^2 \, dt \).

Observe that, \( u_n \overset{H^1}{\rightharpoonup} u \) implies \( u_n(t) \to u(t) \) for all \( t \in ]a, b[ \). Hence, for a.e. \( t \in ]a, b[ \),

\[
r(t)u_n^2(t) \to r(t)u^2(t).
\]

On the other hand, if \( u_n \overset{H^1}{\to} u \), there exists \( K > 0 \) such that, for all \( n \),

\[
\| u_n \|_{H^1_0} \leq K.
\]

We deduce from (3.9) that

\[
r(t)u_n^2(t) \leq C^2K^2 r(t) (t-a)(b-t) \in L^1(a, b).
\]

Hence, the result follows from Lebesgue dominated convergence Theorem.

Notice at last that eigenvalues are simple, i.e. \( \mu_i \neq \mu_j \) if \( i \neq j \), since the corresponding eigenfunctions satisfy a Cauchy problem with initial conditions \( \psi(a) = 0, \psi'(a) = A \).

We state now some bounds and sign properties of the eigenfunctions.

**Proposition 3.14** Assume \( r \in \mathcal{A} \), \( r(t) > 0 \) a.e. on \([a, b]\). Let \( \mu_n \) and \( \psi_n \) be the eigenvalues and eigenfunctions of (3.6). Then we have

(i) \( \psi_n \in W^{2,1}(a, b) \) and, for some \( K_n > 0 \),

\[
|\psi_n(t)| \leq K_n(t-a)(b-t);
\]

(ii) \( \psi_1 \) has no interior zero.
3. Spectral results

Proof: Let $u_0$ and $u_1$ be the solutions of (3.7) with $\mu = \mu_n$ given by Lemma 3.12. Let $\varphi \in C^\infty([a, b])$ be such that $\varphi(t) = 1$ if $t \in [a, (a + b)/3]$ and $\varphi(t) = 0$ if $t \in [2(a + b)/3, b]$. Notice that, as $r \in \mathcal{A}$ and $\psi_n$ satisfies (3.9), we have

$$\psi'_n = -\mu_n r \psi_n \in \{ u \in L^1_{\text{loc}}(a, b) \mid \int_a^b u(t) \sqrt{(t-a)(b-t)} \, dt < \infty \}.$$ 

Hence, we can write

$$-\int_{a+\delta}^{b-\delta} \mu_n r \psi_n \varphi u_0 \, ds = \int_{a+\delta}^{b-\delta} \psi''_n \varphi u_0 \, ds = \psi'_n \varphi u_0 |_{a+\delta}^{b-\delta} - \int_{a+\delta}^{b-\delta} \psi'_n (\varphi u_0)' \, ds.$$ 

Going to the limit as $\delta$ goes to zero, and using (3.10), we obtain

$$\lim_{\delta \to 0} \psi'_n(a + \delta) u_0(a + \delta) = 0.$$ 

As

$$\frac{d}{dt} (\psi_n u_0 - \psi_n u'_0) = 0,$$

we have, for any $t \in [a, b]$,

$$\psi'_n(t) u_0(t) - \psi_n(t) u'_0(t) = \lim_{\delta \to 0} (\psi'_n(a + \delta) u_0(a + \delta) - \psi_n(a + \delta) u'_0(a + \delta)) = 0$$

which proves that $\psi_n$ is a multiple of $u_0$. Similarly, $\psi_n$ is a multiple of $u_1$. This proves $\psi_n \in W^{2,1}(a, b)$ and, for some $K_n > 0$

$$|\psi_n(t)| \leq K_n (t - a)(b - t).$$

The proof that $\psi_1$ has no interior zero follows the proof of Proposition 3.4. 

Lemma 3.15 Let $r \in \mathcal{A}$, $r(t) > 0$ a.e. on $[a, b]$ and $\psi_1$ be the first eigenfunction of (3.6). Then, for all $u \in W^2(A, b)$ with $u(a) = 0$, $u(b) = 0$, we have

$$\int_a^b u'' \psi_1 \, dt = \int_a^b \psi''_1 u \, dt.$$ 

Proof: Observe that, by integration by parts, we have

$$\int_{a+\delta}^{b-\delta} u'' \psi_1 \, dt = u' \psi_1 |_{a+\delta}^{b-\delta} - \psi'_1 u |_{a+\delta}^{b-\delta} + \int_{a+\delta}^{b-\delta} \psi''_1 u \, dt.$$ 
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The thesis holds if we prove that
\[
\lim_{\delta \to 0} \psi_1(a + \delta)u'(a + \delta) = 0 \quad \text{and} \quad \lim_{\delta \to 0} \psi_1(b - \delta)u'(b - \delta) = 0.
\]
Let us consider the first equality, the second one is similar. Compute
\[
|\psi_1(a + \delta)u'(a + \delta)| \leq \left[ \int_{a+\delta}^{\alpha} |u''(t)| \, dt + |u'(t_0)| \right] K_1 \delta (b - a - \delta)
\]
\[
\leq \int_{a+\delta}^{\alpha} (t-a)|u''(t)| \, dt \ K_1 (b - a - \delta) + |u'(t_0)| \, K_1 \delta (b - a - \delta).
\]
Hence, for any \(\epsilon > 0\), we can take \(t_0\) and \(\delta\) small enough so that the second member is bounded by \(\epsilon\). This ends the proof.

**Proposition 3.16** Let \(r \in A\), \(r(t) > 0\) a.e. on \([a,b]\). If \(\psi\) is an eigenfunction of (3.6) that does not change sign, then \(\psi\) is an eigenfunction corresponding to the first eigenvalue \(\mu_1\).

**Proof** : The proof is similar to the one of Proposition 3.5.

### 4 Inequalities

This section concerns inequalities which are used to obtain a-priori bound on solutions.

**Proposition 4.1** Let \(u \in H^1(a,b)\) be such that \(u(a) = u(b)\) and \(\int_a^b u(t) \, dt = 0\). Then
\[
\|u\|_\infty \leq \sqrt{\frac{b-a}{12}} \|u'\|_{L^2}.
\]

**Proof** : Let \(u \in H^1(a,b)\) satisfy the assumptions of the proposition. Such a function has a Fourier serie which reads
\[
u(t) = \sum_{n=1}^{\infty} (a_n \cos \frac{2\pi nt}{b-a} + b_n \sin \frac{2\pi nt}{b-a}),
\]
where \(a_n\) and \(b_n\) \(\in \mathbb{R}\). We also have
\[
u'(t) = \frac{2\pi}{b-a} \sum_{n=1}^{\infty} n (-a_n \sin \frac{2\pi nt}{b-a} + b_n \cos \frac{2\pi nt}{b-a}),
\]
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4. Inequalities

and

\[ \|u'\|_{L^2}^2 = \frac{2\pi^2}{b-a} \sum_{n=1}^{\infty} n^2 (a_n^2 + b_n^2). \]

We compute then

\[ \|u\| \leq \sum_{n=1}^{\infty} \frac{1}{n} \sqrt{n^2 (a_n^2 + b_n^2)} \leq \sqrt{\sum_{n=1}^{\infty} \frac{1}{n^2} \sum_{n=1}^{\infty} n^2 (a_n^2 + b_n^2)} \]

\[ \leq \frac{\pi}{\sqrt{6}} \frac{\sqrt{b-a}}{\sqrt{2} \pi} \|u'\|_{L^2}. \]

Let us notice that Proposition 4.1 is optimal as equality is obtained for

\[ u(t) = \left( t - \frac{a+b}{2} \right)^2 - \frac{(b-a)^2}{12}. \]

**Proposition 4.2** Let \( u \in W^{2,1}(a, b) \) be such that \( u(a) = u(b) \), \( u'(a) = u'(b) \) and \( \int_a^b u(t) \, dt = 0 \). Then

\[ \|u\|_{\infty} \leq \frac{b-a}{12} \|u''\|_{L^1}. \]

**Proof:** Using Proposition 4.1 and an integration by part, we compute

\[ \|u\|_{\infty}^2 \leq \frac{b-a}{12} \|u''\|_{L^2}^2 = \frac{b-a}{12} \left| \int_a^b u''(t)u(t) \, dt \right| \leq \frac{b-a}{12} \|u''\|_{L^1} \|u\|_{\infty} \]

and the result follows.

**Proposition 4.3** Let \( u \in H^2(a, b) \) be such that \( u(a) = u(b) \), \( u'(a) = u'(b) \) and \( \int_a^b u(t) \, dt = 0 \). Then

\[ \|u\|_{\infty} \leq \frac{(b-a)\sqrt{b-a}}{12\sqrt{5}} \|u''\|_{L^2}. \]

**Proof:** The proof is similar to the one of Proposition 4.1. Let \( u \in H^2(a, b) \) satisfy the assumptions of the proposition. Its Fourier serie reads

\[ u(t) = \sum_{n=1}^{\infty} \left( a_n \cos \frac{2\pi nt}{b-a} + b_n \sin \frac{2\pi nt}{b-a} \right), \]

where \( a_n \) and \( b_n \in \mathbb{R} \). We also have
\[ u''(t) = -\left(\frac{2\pi}{b-a}\right)^2 \sum_{n=1}^{\infty} n^2 (a_n \cos \frac{2\pi nt}{b-a} + b_n \sin \frac{2\pi nt}{b-a}), \]

and

\[ \|u''\|^2_{L^2} = \left(\frac{2}{b-a}\right)^3 \pi^4 \sum_{n=1}^{\infty} n^4 (a_n^2 + b_n^2). \]

We compute then

\[ |u(t)| \leq \sum_{n=1}^{\infty} \frac{1}{n^2} \sqrt{n^4 (a_n^2 + b_n^2)} \leq \sqrt{\sum_{n=1}^{\infty} \frac{1}{n^4} \left(\sum_{n=1}^{\infty} n^4 (a_n^2 + b_n^2)\right)} \]

\[ \leq \frac{\pi^2}{3\sqrt{10}} \frac{(b-a)\sqrt{b-a}}{2\sqrt{2\pi^2}} \|u''\|_{L^2} = \frac{(b-a)\sqrt{b-a}}{12\sqrt{5}} \|u''\|_{L^2}. \]

For the next proposition, recall that, if \( d \in \mathcal{A} \) satisfies \( d(t) \geq 0 \) a.e. on \([a, b]\), the problem

\[ u'' + \mu d(t) u = 0, \]

\[ u(a) = 0, \quad u(b) = 0, \] (4.1)

has a first eigenvalue \( \mu_1(d) \). Denote by \( \psi_1(t; d) \) the corresponding eigenfunction. Recall that \( \psi_1(\cdot; d) \) is one-signed and we can assume that \( \psi_1(\cdot; d) > 0 \) on \([a, b]\).

**Proposition 4.4** Let \( d \in \mathcal{A} \) be such that \( d \geq 0 \), \( \mu_1 \) and \( \psi_1 \) be the corresponding first eigenvalue and eigenfunction of (4.1).

Then there exists \( K > 0 \) such that, for all \( u \in W^2,\mathcal{A}(a, b) \) with \( u(a) = 0, \)

\[ u(b) = 0 \text{ and } \int_a^b u' \psi_1' dt = 0, \] we have

\[ \|u\|_{\infty} \leq K \int_a^b |u'' + \mu_1 u| \psi_1 dt. \]

**Proof:** Let \( u \in W^2,\mathcal{A}(a, b) \) be such that \( u(a) = 0, \)

\[ u(b) = 0, \int_a^b u' \psi_1' dt = 0. \]

This function solves the problem

\[ x'' + \mu_1 d(t) x = F(t), \quad x(a) = 0, \quad x(b) = 0, \] (4.2)

where

\[ F(t) := u''(t) + \mu_1 d(t) u(t). \]

**Part 1 – Fundamental solutions of the homogeneous equation.** The function \( \psi_1 \) solves

\[ x'' + \mu_1 d(t) x = 0 \]
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on \([a, b]\). To obtain a second linearly independent solution \(v\), consider the Cauchy problem
\[
\begin{align*}
v'' + \mu_1 d(t)v &= 0, \\
v(\frac{a+b}{2}) &= 0, \quad v'(\frac{a+b}{2}) = -k,
\end{align*}
\] (4.3)
where \(k = 1/\psi_1(\frac{a+b}{2}) > 0\). Let us prove that its solution exists and is bounded on \([a, b]\). Assume there exists \(T \in (a + b)/2, b\) such that \(v < 0\) on \((a + b)/2, T\], \(v(T) = 0\) and \(v' \geq 0\). This leads to the contradiction
\[
0 = \int_{(a+b)/2}^{T} \frac{d}{dt}(\psi_1'v - v'\psi_1) \, dt = -v'(T)\psi_1(T) - k \psi_1((a + b)/2) < 0.
\]
Hence, \(v\) is negative on \((a + b)/2, b\]. Since \(v\) is a solution of (4.3), \(v\) is convex on this interval, whence bounded. In a similar way, we prove that \(v\) is bounded on \([a, (a + b)/2]\).

**Part 2 – The solutions of (4.2).** As \(v\) is bounded on \([a, b]\), we can define, using Proposition 3.14,
\[
w(t) = \left( \int_{a}^{t} \frac{s - a}{b - a} v(s)F(s) \, ds - \int_{t}^{b} \frac{b - s}{b - a} v(s)F(s) \, ds \right) \psi_1(t) + \left( \int_{t}^{b} \psi_1(s)F(s) \, ds \right) v(t).
\]
This function solves (4.2) and
\[
u(t) = w(t) - \frac{\int_{a}^{b} w'(s)\psi_1'(s) \, ds}{\int_{a}^{b} \psi_1^2(s) \, ds} \psi_1(t).
\] (4.4)

**Part 3 – Bounds on \(u(t)\).** Notice that, as \(\psi_1\) is positive and concave, we have, for all \(t \in [a, b]\),
\[
\begin{align*}
\frac{s - a}{b - a} \psi_1(t) &\leq \frac{s - a}{t - a} \psi_1(t) \leq \psi_1(s), \quad \text{if } s < t, \\
\frac{b - s}{b - a} \psi_1(t) &\leq \frac{b - s}{b - t} \psi_1(t) \leq \psi_1(s), \quad \text{if } s > t.
\end{align*}
\]
It follows that
\[
|w(t)| \leq \int_{a}^{b} |\psi_1(s)||v(s)||F(s)| \, ds + \int_{t}^{b} \psi_1(s)|F(s)| \, ds |v(t)|
\leq 2 \|v\|_{\infty} \int_{a}^{b} |\psi_1(s)||F(s)| \, ds \leq C_1 \int_{a}^{b} \psi_1(s)|F(s)| \, ds.
\]
Hence, by (4.4) and since $\psi_1$ is an eigenfunction corresponding to $\mu_1$,
\[
|u(t)| \leq |w(t)| + C_2|\psi_1(t)| \mu_1 \int_a^b d(s)\psi_1(s)w(s) \, ds
\]
\[
\leq (1 + C_2\|\psi_1\|\mu_1) \int_a^b d(s)\psi_1(s) \|w\|_\infty \mu_1
\]
\[
\leq K \int_a^b \psi_1(s)|F(s)| \, ds,
\]
which proves the result.

In a similar way, we can extend Proposition 4.4 to the separated boundary conditions.

**Proposition 4.5** Let $a_1, b_1 \in \mathbb{R}$, $a_2, b_2 \in \mathbb{R}^+$ with $a_1^2 + a_2^2 > 0$, $b_1^2 + b_2^2 > 0$. Let $q \in L^1(a, b)$ and define $\lambda_1$ and $\varphi_1$ to be the first eigenvalue and eigenfunction of
\[
u'' + q(t)\nu + \lambda_1 \nu = 0,
\]
\[a_1 u(a) - a_2 u'(a) = 0,
\]
\[b_1 u(b) + b_2 u'(b) = 0.
\]

Then there exists $K > 0$ such that, for all $u \in W^{2,1}(a, b)$ with $a_1 u(a) - a_2 u'(a) = 0$, $b_1 u(b) + b_2 u'(b) = 0$ and $\int_a^b (u'\varphi_1' - qu\varphi_1) \, dt = 0$, we have
\[
\|u\|_\infty \leq K \int_a^b |u'' + q(t)u + \lambda_1 u| \, dt.
\]

**Proposition 4.6** Let $\gamma \in L^1(a, b)$ be such that $\gamma(t) \leq \left(\frac{\pi}{b-a}\right)^2$.

Then there exists $\varepsilon > 0$ such that, for all $u \in H^1_0(a, b)$, we have
\[
\int_a^b (u^2 - \gamma u^2) \, dt \geq \varepsilon \|u\|_{H^1}^2.
\]

**Proof:** Assume by contradiction there exists a sequence $(u_n)_n \subset H^1_0(a, b)$ so that
\[
\|u_n\|_{H^1} = 1 \quad \text{and} \quad \lim_{n \to \infty} \int_a^b (u_n'^2 - \gamma(t)u_n^2) \, dt = 0.
\]

Recall that $\int_a^b (u_n'^2 - \gamma(t)u_n^2) \, dt \geq 0$. Let $u_n(t) = \bar{u}_n \sin \frac{\pi}{b-a} + \tilde{u}_n(t)$, where
\[
\int_a^b \tilde{u}_n(t) \sin \frac{\pi}{b-a} \, dt = 0.
\]
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We compute then
\[ \int_a^b (u_n'' - \gamma(t)u_n^2) \, dt \geq \int_a^b (u_n'' - (\frac{\pi}{b-a})^2 u_n^2) \, dt \geq \frac{3\pi^2}{4\pi^2 (b-a)^2} \| \tilde{u}_n \|_{H^1}^2. \]

It follows that \( \tilde{u}_n \rightharpoonup u \) in \( H^1 \). Going to a subsequence, we can assume \( \tilde{u}_n \rightarrow \bar{u} \), so that \( u \in H^1 \). Hence, we obtain the contradiction
\[ 0 = \lim_{n \to \infty} \int_a^b (u_n'' - \gamma(t)u_n^2) \, dt = \bar{u}^2 \int_a^b (\frac{\pi^2}{(b-a)^2} - \gamma(t)) \sin^2 \pi \frac{t-a}{b-a} \, dt \neq 0. \]

5 Maximum principle

Our first result is a maximum principle which is valid for \( W^{2,1} \)-solutions.

**Theorem 5.1** (Maximum principle) Let \( p, q \in L^1(a, b), q \leq 0 \) and assume \( u \in W^{2,1}(a, b), u(t) \not\equiv 0 \), is such that
\[ Lu = -(u'' + pu' + qu) \geq 0, \text{ a.e. on } [a, b], \text{ } u(a) \geq 0, \text{ } u(b) \geq 0. \]

Then \( u(t) > 0 \) if \( t \in ]a, b[ \), \( u(a) = 0 \) implies \( u'(a) > 0 \) and \( u(b) = 0 \) implies \( u'(b) < 0 \).

**Proof:** Claim 1 - \( u \geq 0 \) on \( [a, b] \). If \( u \) takes negative values on \( ]a, b[ \), we can find \( t_0 \in [a, b] \) and \( t_1 \in ]a, b] \) such that
\[ u(t) < 0 \text{ on } ]t_0, t_1[, \text{ } u(t_0) = u(t_1) = 0. \] (5.1)

Let
\[ P(t) = \int_{t_0}^t p(s) \, ds \] (5.2)

and notice that a.e. in \( [t_0, t_1] \)
\[ \frac{d}{dt} [u(t)e^{P(t)}] = -[(Lu(t) + q(t)u(t))e^{P(t)}] \leq 0. \]

Hence, for any \( t \in ]t_0, t_1[ \)
\[ u'(t)e^{P(t)} \leq u'(t_0) \leq 0 \]

and as \( u(t_0) = u(t_1) = 0 \), this implies \( u(t) = 0 \) on \( [t_0, t_1] \) which contradicts (5.1).
Claim 2 – $u > 0$ on $]a, b[$. Suppose now that $u(t) \neq 0$ is non-negative. If $u$ is not positive on $]a, b[$, there exist $t_0$ and $t_1$ in $]a, b[$ such that $u(t_0) = 0$ and $u(t_1) > 0$. Assume $t_0 < t_1$, define $z \in W^{2,1}(a, b)$ to be the solution of the Cauchy problem
\[
z'' + p(t)z' + q(t)z = -1, \\
z(t_0) = 0, \quad z'(t_0) = -1,
\]
and consider the function
\[
w = u + \epsilon z,
\]
where $\epsilon > 0$ is small enough so that $w(t_1) > 0$. Notice that $Lw > 0$ on $[t_0, t_1]$, $w(t_0) = 0$ and $w(t_1) > 0$.

From Claim 1, $w(t) \geq 0$ on $[t_0, t_1]$, but this contradicts the fact that $w(t_0) = 0$ and $w'(t_0) = -\epsilon < 0$. The proof is similar if $t_1 < t_0$.

Claim 3 – $u(a) = 0$ implies $u'(a) > 0$; $u(b) = 0$ implies $u'(b) < 0$. Suppose $u(a) = 0$. Let $z_0 = a$ and define $z$ and $w = u + \epsilon z$ as in Claim 2. We know that $w(t) \geq 0$ on $[a, t_1]$. Hence
\[
w'(a) = u'(a) - \epsilon \geq 0, \quad \text{i.e.} \quad u'(a) > 0.
\]

Similarly, we prove that $u'(b) < 0$ if $u(b) = 0$.

The above maximum principle can be adapted to deal with the separated boundary value problem.

**Theorem 5.2** Let $a_1, b_1 \in \mathbb{R}$, $a_2, b_2 \in \mathbb{R}^+$, $a_2^2 + a_2^2 > 0$ and $b_1^2 + b_2^2 > 0$, $p, q \in L^1(a, b)$ such that the first eigenvalue $\lambda_1$ of (3.1) with $r \equiv 1$ satisfies $\lambda_1 > 0$. Assume $u \in W^{2,1}(a, b)$ is a nontrivial function such that
\[
Lu = -(u'' + pu' + qu) \geq 0, \quad \text{a.e. on } [a, b], \\
a_1u(a) - a_2u'(a) \geq 0, \quad b_1u(b) + b_2u'(b) \geq 0.
\]

Then $u(t) > 0$ if $t \in ]a, b[$, $u(a) = 0$ implies $u'(a) > 0$ and $u(b) = 0$ implies $u'(b) < 0$.

**Proof**: Claim 1 – $u \geq 0$ on $[a, b]$. Assume $u$ takes negative values. Let $[t_0, t_1]$ be a maximum interval on which $u$ is non-positive and define
\[
v(t) = u(t), \quad \text{if } t \in [t_0, t_1], \\
= 0, \quad \text{otherwise}.
\]
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Observe that \( v \in H \) with \( H \) defined as in Theorem A-3.2 and that
\[
- \int_a^b [(P(t)u')' + Q(t)u]v \, dt \leq 0,
\]
where \( P(t) = \exp(\int_a^t p(s) \, ds) \) and \( Q(t) = q(t)P(t) \). Hence, we have the contradiction
\[
0 \geq a(v, v) \geq \lambda_1 \int_a^b v^2(t) \, dt > 0,
\]
where \( a(\cdot, \cdot) \) is defined in Theorem A-3.2.

Claim 2 – \( u(t) > 0 \) if \( t \in ]a, b[ \), \( u(a) = 0 \) implies \( u'(a) > 0 \) and \( u(b) = 0 \) implies \( u'(b) < 0 \). Observe that, using Claim 1,
\[
-(u'' + pu' + \min\{q, 0\}u) \geq 0,
\]
and we conclude by Theorem 5.1.

A similar result holds for the periodic boundary value problem.

**Theorem 5.3** Let \( p, q \in L^1(a,b) \) be such that the first eigenvalue \( \lambda_1 \) of (3.5) with \( r \equiv 1 \) satisfies \( \lambda_1 > 0 \). Assume \( u \in W^{2,1}(a,b) \) is a nontrivial function such that
\[
Lu = -(u'' + pu' + qu) \geq 0, \text{ a.e. on } [a,b], \; u(a) = u(b), \; u'(a) \leq u'(b).
\]
Then \( u > 0 \) on \( [a,b] \).

**Proof:** The proof of this theorem repeats the argument used to prove Theorem 5.2.

### 6 Anti-maximum principle

Our first result concerns the periodic problem
\[
\begin{align*}
&\quad u'' + 2p|u'| + qu = \sigma(t), \\
&\quad u(a) = u(b), \quad u'(a) = u'(b) + A,
\end{align*}
\]
where \( p \in \mathbb{R}, \; q > 0, \; \sigma \in L^1(a,b) \) and \( A \in \mathbb{R} \).

To investigate this problem, we consider first the Cauchy problem
\[
\begin{align*}
&\quad v'' + 2p|v'| +qv = 0, \\
&\quad v(0) = 1, \quad v'(0) = 0,
\end{align*}
\]
whose solution can be described as follows:
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(i) if \( q < p^2 \), \( v(t) \) is an even function defined by
\[
v(t) = e^{pt} \left( \cosh(\sqrt{p^2 - q} t) - \frac{p}{\sqrt{p^2 - q}} \sinh(\sqrt{p^2 - q} t) \right), \quad t \geq 0;
\]
(ii) if \( q = p^2 \), \( v(t) \) is even and
\[
v(t) = e^{pt}(1 - pt), \quad t \geq 0;
\]
(iii) if \( q > p^2 \), \( v(t) \) is a periodic function of period \( \frac{2\pi}{\sqrt{q - p^2}} \) defined by
\[
\begin{align*}
v(t) &= e^{pt} \left( \cos(\sqrt{q - p^2} |t|) - \frac{p}{\sqrt{q - p^2}} \sin(\sqrt{q - p^2} |t|) \right), \\
&\quad t \in \left[ -\frac{\pi}{\sqrt{q - p^2}}, \frac{\pi}{\sqrt{q - p^2}} \right].
\end{align*}
\]

Note that if \( q \leq p^2 \), we have \( v'(t) < 0 \) for all \( t > 0 \) and \( v'(t) > 0 \) for all \( t < 0 \). Also, if \( q > p^2 \), we obtain \( v'(t) > 0 \) for \( t \in \left[ -\frac{\pi}{\sqrt{q - p^2}}, 0 \right] \) and \( v'(t) < 0 \) for \( t \in ]0, \frac{\pi}{\sqrt{q - p^2}}[ \).

**Proposition 6.1** Let \( p \in \mathbb{R} \), \( q > 0 \), \( \sigma \in L^1(a,b) \) and \( A \in \mathbb{R} \). Suppose that problem (6.2) has a solution \( v \), such that \( v \geq 0 \) in \([-\frac{(b - a)}{2}, \frac{(b - a)}{2}]\).

Then for all \( A \geq 0 \) and \( \sigma \geq 0 \), every solution \( u \) of problem (6.1) is such that \( u \geq 0 \) on \( [a, b] \).

**Proof:** Claim 1 – A solution \( u \neq 0 \) of problem (6.1) must take positive values. Let \( u \leq 0 \) be a nontrivial solution of (6.1). As \( u(a) = u(b) \), there exists \( t_0 \in ]a, b[ \) such that \( u'(t_0) = 0 \).

Let us prove that \( u'(t) \leq 0 \) on \([a, t_0[ \). If not, there exists \([t_1, t_2] \subset [a, t_0] \) such that \( u'(t) > 0 \) on \([t_1, t_2]\) and \( u'(t_2) = 0 \). Hence,
\[
\frac{d}{dt}(u'e^{2pt}) = (u'' + 2pu')e^{2pt} = (\sigma - qu)e^{2pt} \geq 0, \quad \forall t \in [t_1, t_2],
\]
and we deduce \( 0 = u'(t_2)e^{2pt_2} \geq u'(t_1)e^{2pt_1} > 0 \), which is a contradiction. Similarly, we prove \( u'(t) \geq 0 \) on \([t_0, b[ \). We deduce now from the boundary conditions that \( u'(a) = u'(b) = 0 \).

As \( u'(b) = 0 \), the above arguments imply \( u'(t) \leq 0 \) on \([a, b]\) and \( u'(a) = 0 \) implies \( u'(t) \geq 0 \). Hence \( u'(t) \equiv 0 \) and we deduce from the equation the contradiction \( 0 > qu = \sigma \geq 0 \).
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Claim 2 – Problem (6.1) has no solution which changes sign. Let $u$ be a solution of (6.1) that changes sign. Extending $u$ by periodicity if necessary, we can find some $t_1 \in [a,b]$ and $t_2 \in [t_1, t_1 + (b-a)/2]$ so that $u(t_1)u(t_2) < 0$, $u'(t_1) = 0$ and $u'(t_2) = 0$. Assume $u(t_1) < 0 < u(t_2)$ and choose $s_1 \in [t_1, t_2]$ such that $u(s_1) < 0$ and $u'(s_1) > 0$. Define then $s_2 := \sup\{t \geq s_1 \mid u' > 0 \text{ on } [s_1,t]\}$. Clearly $s_2 \leq t_2$ and $u'(s_2) = 0$. Define now $\bar{u}(t) = u(t)e^{pt}$, $\bar{v}(t) = v(t - s_2)e^{pt}$, where $v$ is the solution of (6.2), and compute

$$
\frac{d}{dt}(\bar{u}' - \bar{u}'\bar{v}) = -\sigma e^{pt}\bar{v} \leq 0 \quad \text{on } [s_1, s_2].
$$

This gives the contradiction

$$
0 \geq (\bar{u}' - \bar{u}'\bar{v}) \bigg|_{s_1}^{s_2} = [-u(s_1)v'(s_1 - s_2) + v(s_1 - s_2)u'(s_1)]e^{2p s_1} > 0.
$$

The proof is similar if $u(t_1) > 0 > u(t_2)$.

Next, for all $p \geq 0$, we introduce the first positive zero of the solution $v$ of (6.2), which reads

$$
\theta(q,p) = \begin{cases} 
\frac{1}{\sqrt{p^2-q}} \arctanh \frac{\sqrt{p^2-q}}{p}, & \text{if } 0 < q < p^2, \\
\frac{1}{p}, & \text{if } 0 < q = p^2, \\
\frac{1}{\sqrt{q-p^2}} \left( \frac{\pi}{2} - \arctan \frac{p}{\sqrt{q-p^2}} \right), & \text{if } 0 \leq p^2 < q. 
\end{cases}
$$

(6.3)

Notice that comparing solutions of (6.2) for different values of $p$, it is easy to see that $\theta(q,p)$ is a decreasing function of $p$.

If $p < 0$ and $q \leq p^2$, the function $v$ is positive in $\mathbb{R}$ and if $q > p^2$ the first positive zero is given by

$$
\chi(q,p) = \frac{1}{\sqrt{q-p^2}} \left( \frac{\pi}{2} + \arctan \frac{|p|}{\sqrt{q-p^2}} \right).
$$

(6.4)

Proposition 6.1 and the definitions of $\theta(q,p)$ and $\chi(q,p)$ imply the following theorem.

**Theorem 6.2** (Anti-maximum principle) Let $p \in \mathbb{R}$, $q > 0$, $\sigma \in L^1(a,b)$ and $A \in \mathbb{R}$. Suppose $u$ is a solution of problem (6.1) for some $A \geq 0$ and $\sigma \geq 0$.

Then, any of the conditions

(i) $p \geq 0$ and $\theta(q,p) \geq \frac{b-a}{2}$,

(ii) $p < 0$ and $q \leq p^2$ or

(iii) $p < 0$, $q > p^2$ and $\chi(q,p) \geq \frac{b-a}{2}$

imply $u \geq 0$ on $[a,b]$.
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As a corollary, we obtain the following result in case $p = 0$.

**Corollary 6.3** The problem  

\[ u'' + qu = \sigma(t), \]

\[ u(a) - u(b) = 0, \quad u'(a) - u'(b) = A, \]

has a positive solution for any $A \geq 0$ and $\sigma \in L^1(a, b)$, $\sigma(t) \geq 0$, $\sigma \neq 0$, if $0 < q \leq \left( \frac{\pi}{b-a} \right)^2$.

We can extend the above results to the Neumann problem. The proofs are essentially the same than in the periodic case. Consider the problem  

\[ u'' + 2p|u'| + qu = \sigma(t), \]

\[ u'(a) = A, \quad u'(b) = B, \]  

(6.5)

where $p \in \mathbb{R}$, $q > 0$, $\sigma \in L^1(a, b)$, $A \in \mathbb{R}$ and $B \in \mathbb{R}$.

**Proposition 6.4** Let $p \in \mathbb{R}$, $q > 0$, $\sigma \in L^1(a, b)$ and $A, B \in \mathbb{R}$. Suppose that problem (6.2) has a solution $v$, such that $v \geq 0$ in $[0, b-a]$ and $v' < 0$ in $[0, b-a]$.

Then for all $A \geq 0$, $B \leq 0$ and $\sigma \geq 0$, every solution $u$ of problem (6.5) is such that $u \geq 0$ on $[a, b]$.

**Proof :** Claim 1 – A solution $u \neq 0$ of problem (6.5) must take positive values. See Claim 1 in the proof of Proposition 6.1.

Claim 2 – Problem (6.5) has no solution which changes sign. The argument is similar to the one used in the proof of Proposition 6.1. In case there exist $t_1 < t_2$ such that $u(t_1) < 0 < u(t_2)$ we choose $s_1 \in [t_1, t_2]$ such that $u(s_1) < 0$ and $u'(s_1) > 0$ and take $s_2 := \sup\{t \geq s_1 \mid u' > 0 \text{ on } [s_1, t]\}$. We define then $\bar{u}(t) = u(t)e^{pt}$, $\bar{v}(t) = v(t - s_2)e^{pt}$, where $v$ is the solution of (6.2), and come to a contradiction using a similar argument. The same reasoning applies if $u(t_1) > 0 > u(t_2)$.

We obtain the following result which follows from Proposition 6.4 and the definitions of $\theta(q, p)$ and $\chi(q, p)$.

**Theorem 6.5** Let $p \in \mathbb{R}$, $q > 0$, $\sigma \in L^1(a, b)$ and $A, B \in \mathbb{R}$. Suppose $u$ is a solution of problem (6.5) for some $A \geq 0$, $B \leq 0$ and $\sigma \geq 0$.

Then, any of the conditions

(i) $p \geq 0$ and $\theta(q, p) \geq b-a$,  
(ii) $p < 0$ and $q \leq p^2$ or  
(iii) $p < 0$, $q > p^2$ and $\chi(q, p) \geq b-a$

imply $u \geq 0$ on $[a, b]$.
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